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PURPOSE. To introduce an iterative, multiscale procedure that allows for better reconstruction of the shape of the anterior surface of the cornea from altimetric data collected by a corneal topographer.

METHODS. The report describes, first, an adaptive, multiscale mathematical algorithm for the parsimonious fit of the corneal surface data that adapts the number of functions used in the reconstruction to the conditions of each cornea. The method also implements a dynamic selection of the parameters and the management of noise. Then, several numerical experiments are performed, comparing it with the results obtained by the standard Zernike-based procedure.

RESULTS. The numerical experiments showed that the algorithm exhibits steady exponential error decay, independent of the level of aberration of the cornea. The complexity of each anisotropic Gaussian-basis function in the functional representation is the same, but the parameters vary to fit the current scale. This scale is determined only by the residual errors and not by the number of the iteration. Finally, the position and clustering of the centers, as well as the size of the shape parameters, provides additional spatial information about the regions of higher irregularity.

CONCLUSIONS. The methodology can be used for the real-time reconstruction of both altimetric data and corneal power maps from the data collected by keratoscopes, such as the Placido ring-based topographers, that will be decisive in early detection of corneal diseases such as keratoconus. (Invest Ophthalmol Vis Sci. 2011;52:4963–4970) DOI:10.1167/iovs.10-6774

There is an increasing need for reliable and precise modeling of corneal surfaces, motivated both by technological and clinical applications. Given the significance of the shape of the front surface of the cornea to the refraction of the eye and the ability to correct refractive errors by laser ablation of the anterior corneal surface, corneal topography becomes crucial for clinicians as a basis for customizing treatment. It has been recognized that the corneal front surface generally provides the bulk of the ocular aberrations in the postsurgical or pathologic eye.

Corneal modeling plays an essential role in diagnosing and managing keratoconus and other corneal diseases, with the goal of assessing the suitability of a subject for the treatment and to prevent improper refractive surgeries. Also, the great role of the reliable visualization tools in clinical practice should not be underestimated. Modern techniques of design and fit of soft contact lenses can take into account features of the patient’s eye, adapting the back surface of a lens to match the specific elevations of the cornea. These methods require again a detailed corneal topographic analysis of the anterior face of the cornea.

With the introduction of high-speed videokeratography in the study of the dynamics of corneal surface topography and tear film stability, data storage needs have become significant, motivating another important application of corneal surface modeling: data compression.

Nearly all modern corneal topographers collect the data (elevation, curvature, mire displacement, or others) in a finite and structured set of data points. The data are contaminated by errors that stem from several sources, including the natural device noise, measurement and digitalization errors, algorithm errors (like those converting the mire displacement in elevation), rounding errors. Hence, we face the problem of the parsimonious fit of the actual surface data contaminated by noise, with a minimum number of coefficients or parameters, for clinical and technological applications.

The solutions to this problem are usually classified as either zonal or modal methods. In the former group, the domain where the data are collected is subdivided into more elementary subdomains (e.g., triangles), and the surface is approximated in each subdomain with an additional requirement of global smoothness. In the modal methods of reconstruction, the approximation is found as a (typically linear) combination of functions from the given set or dictionary, defined by several parameters. Zonal methods are flexible and accurate, but they lack the simplicity of the modal approach, they are substantially more computer-intensive, and they encode the final shape in a larger amount of data.

Crucial decisions to make in the modal reconstruction are the set of functions to use, the value of their parameters, and the number of functions needed to recover the relevant information without fitting (at least, in a large scale) the inevitable error (the so-called model selection problem). A standard functional basis, well-established in ophthalmology for expressing ocular wavefront error, is given by the Zernike polynomials. The coefficients of the expansions can be interpreted in terms of optical aberrations. As a fitting routine, Zernike polynomials are not limited to analysis of wavefront error surfaces, but can be applied to other ocular surfaces as well, including the anterior corneal surface. Corneal topography diagnostic tools can use the Zernike coefficients as inputs into corneal classification of neural networks, replacing or supplementing...
ing the currently used corneal indices embedded in many topography devices.

However, potential limitations in this approach have been reported in the literature. There is a growing concern that the Zernike fitting method itself may be inaccurate in abnormal conditions. Furthermore, it is very difficult to assess a priori how many terms are necessary to achieve acceptable accuracy in the Zernike reconstruction of any given corneal shape. It can be put forward, but without development of an actual implementation or procedure. In this follow-up paper we describe the methods of solution of systems of linear equations. In the context of purely radial basis functions, an adaptive greedy approximation is also standard. (See, for instance, Fasshauer for a general discussion and references.)

The method that we have developed allows building iteratively an approximation function as a linear combination of anisotropic Gaussian-basis functions, implementing also a dynamic selection of the parameters and the management of noise. It can be used to reconstruct altimetric data, corneal power maps, among other applications. Although it has been tuned for Placido ring-based keratoscopes, with the data nodes located in almost concentric rings, the technique is actually applicable to any scattered data approximation (Martínez-Finkelshtein A, et al. IOVS. 2010; 51:ARVO E-Abstract 5690).

METHODS

The General Setting

The input data are a 3D cloud \( (x_k, y_k, z_k) \), with \( k = 1, \ldots, N \), corresponding to either elevation or curvature \( z_k \) at the node \( P_k \) of the anterior corneal surface with Cartesian coordinates \( (x_k, y_k) \). We will discuss the case in which \( z_k \) corresponds to elevation. A standard procedure is to ‘flatten’ the data by fitting it with the benefit sphere of the form \( S(x, y) \), \( E(x, y) \) contains the relevant information at different scales and noise. Our aim is to fit these residuals by a function \( E(x, y) \) in such a way that an analytic expression for the corneal height is given by

\[
\text{Cornea}(x, y) = S(x, y) + E(x, y),
\]

where \( S \) accounts for the global shape of the cornea, while \( E \) captures the small irregularities on the surface. Function \( E \) is a linear combination of \( n \) functions from a given dictionary. In an ideal setting, \( n \) depends on the actual data and should be large enough to allow fitting all relevant information, but not too large to fit pure noise. Here, we use as basis functions the Gaussians of the form

\[
\exp(-\|P - Q_k\|^2), P = (x, y)^T,
\]

where the superscript \( T \) denotes the matrix transpose, \( Q = (Q_x, Q_y) \) is a certain point on the plane (“center”), and \( A \) is a positive-definite matrix in \( \mathbb{R}^{2 \times 2} \). For such a matrix, the \( A \)-norm of a point (column vector) \( P \) in \( \mathbb{R}^2 \) is defined as

\[
\|P\|_A = \sqrt{P^T AP} = \sqrt{a_x x^2 + a_y y^2 + 2a_{xy} xy},
\]

for

\[
A = \begin{pmatrix} a_x & a_{xy} \\ a_{xy} & a_y \end{pmatrix}
\]

with \( a_x > 0 \) and \( a_y > 0 \).

In general, these are anisotropic radial basis functions that boil down to standard radial basis Gaussian functions (RBGF) when \( A \) is a positive multiple of the identity matrix \( I_d \).

Hence, we seek the expression of the form

\[
\text{Cornea}(x, y) = S(x, y) + \sum_{j=1}^n b_j(x, y),
\]

\[
b_j(x, y) = \exp(-\|P - Q_j\|^2), P = (x, y)^T. \tag{2}
\]

A fitting routine should allow for an adequate selection of all parameters: centers \( Q_j \), shape matrices \( A_j \), scaling factors \( c_j \), and number of terms \( n \) in the functional representation.

We propose an iterative algorithm of reconstruction, such that in each step we fit partially the residual error by one anisotropic radial basis Gaussian function (A-RBGF and compute the new residuals, which will become the input for the next iteration (residual iteration with knot insertion). All the parameters will be chosen dynamically, depending on the residual data in each step. A key observation is the possibility of linearizing the problem by using logarithms. We take advantage of the parallelization that modern hardware allows, as well as discuss the appropriate stopping criteria. The details are presented in the following sections.

Description of the Iterative Algorithm

Let \( E_j \) be already computed (we take \( E_0 = 0 \)). The input data for \( f \)'s iteration \( (j = 1, 2, \ldots) \) is the cloud \( (x_k, y_k, z_k') \) of nodes \( P_k = (x_k, y_k)^T \) and the corresponding residuals \( z_k' \), \( k = 1, 2, \ldots, N \); recall that \( z_k' = z_k - S(x_k, y_k) \) are the residual errors after the best fit sphere. We perform the following steps.

Step 1: Selection of the Active Center \( Q^{(j)} \)

The problem of the selection of a center of a radial basis function has been discussed in Jamshidi and Kirby, where the criterion of maximum cross-correlation is used to choose the centers. Another criterion is based on the power function. Both methods, although computationally demanding, can be implemented to perform step 1. However, in our practice, we found the much simpler criterion of the maximal residual to be as satisfactory, at a minimum cost; it also correlates with the geometry of the A-RBGF. Hence, we chose \( Q^{(j)} = (x_{k_0}, y_{k_0})^T \), where \( k_0 = \arg \max_{k} |z_k'| \), and we denote \( m^{(j)} = |z_k'| \).

Step 2: Dynamic Filtering

Once the center \( Q^{(j)} \) has been selected, we check the number, \( l_k \), of nodes \( P_k \) lying in the last disc, centered at \( Q^{(j)} \) and containing only nodes with the residues of the same sign as \( m^{(j)} \). If \( l_k < 20 \), we consider \( Q^{(j)} \) to be an outlier, and it cannot be chosen as the center at this iteration. This can be done by...
setting \( e_n^{(i)} = 0 \) after which we return to step 1. Otherwise, we proceed to the next step.

**Step 3: Selection of the Shape Parameters.** We determine first the influence nodes \( \tilde{\mathcal{P}}(s) \), defined as the maximal set of, at most, \( s \) nodes \( P_k \) closest to \( Q_j \), with residues of the same sign as \( m_j \). It is convenient to parallelize the subsequent computations for several values of \( s \). We performed experiments using the vector of values \( s = [s_{\text{min}}, 100, 150, 200, 300] \), where \( s_{\text{min}} = \min(\ell_j, 50) \), with \( \ell_j \) defined in step 2.

The interpolating conditions \( e_j^{(i)} b_j(x_k, y_k) = e_j^{(i)} \), \( k \in \tilde{\mathcal{P}}(s) \), are equivalent to the overdetermined linear system

\[
\alpha_x(x_k - x_{k_0})^2 + 2\alpha_y(x_k - x_{k_0})(y_k - y_{k_0}) + \alpha_y(y_k - y_{k_0})^2 = \log \left( \frac{e_j^{(i)}}{e_j^{(0)}} \right), \quad k \in \tilde{\mathcal{P}}(s),
\]

in the three unknown entries of the shape matrix

\[
A_j = \begin{pmatrix}
\alpha_x & \alpha_y \\
\alpha_y & \alpha_y
\end{pmatrix}.
\]

We can solve this system in the sense of weighted linear least squares (WLS), where the \( k \)th equation is multiplied by the weight

\[
e_k = (1 + \|P_k - Q_j\|)^{-1}.
\]

This solution is obtained by standard methods. 26 Observe also that

\[
t_k = \log \left( \frac{e_k^{(i)}}{e_k^{(0)}} \right) \geq 0, \quad k \in \tilde{\mathcal{P}}(s).
\]

As an additional step, we examine the matrix \( A_j \) built out of the solution of equation 3. If it is not positive definite, we force \( b_j \) to be a standard radial basis function, \( A_j = a \mathbf{I}_2 \). In this case, equation 3 is reduced to

\[
a\|P_k - Q_j\|^2 = t_k, \quad k \in \tilde{\mathcal{P}}(s),
\]

the solution of which is computed in the sense of the WLS. An explicit formula for \( a \) can be derived, but it is omitted here for the sake of brevity.

**Step 4: Selection of the Scaling Factor.** We can calculate the coefficient \( c_j \) from

\[
c_j b_j(x_k, y_k) = e_k^{(0)}, \quad k \in \tilde{\mathcal{P}}(s),
\]

where \( x_k \) and \( y_k \) are the coordinates of the \( k \)th influence node.

---

**FIGURE 1.** Comparison of the MSE, for altimetric data reconstruction by Zernike polynomials and by the A-RBGF algorithm. Top left: a synthetic cornea made of a linear combination of 10 Gaussian functions. Top right: a normal cornea. Bottom row: keratoconic corneas. Arrows: stopping time of the algorithm according to the criterion described in the section on Stopping Criterion. The horizontal axis (\( n \)) indicates the number of functions used.
using the WLS with the same weights \( \eta_j \) as before. Again, \( c_j \) is computed by an explicit formula that can be easily derived, and in consequence, the formula is omitted here. It should be noted, however, that in many cases the simpler interpolation condition \( c_p = m(0) \) yields comparable results.

**Step 5: Computation of the New Residuals.** Having found the values of \( c_j \) and \( A_j \), we update

\[
e^{(1)}_k = e^j_k - c_j \phi_j(x_k, y_k).
\]

As mentioned, all the computations are performed in parallel for different values of \( s \) and hence, different nested sets of influence nodes \( \phi_j(s) \). We now keep the value of \( s \) (and the corresponding values of \( c_j \) and \( A_j \)) that yields the smallest norm of the residue vector \( (e_k^{(1)}) \). As a result, we find the new approximation \( E = E_{j-1} + c_j \phi_j \). As a final step, we check the stopping criterion, which will now be discussed. If this is not satisfied, we return to step 1.

**Stopping Criteria**

In theory, the algorithm run indefinitely yields an interpolating function, and in consequence, a 0 residue vector. Measurement errors may influence the model selection: We want to capture all the relevant information without fitting the noise. Many solutions to this problem are described in the literature. The choice of the number of Zernike polynomials for the modal reconstruction of the altimetric data has been discussed, \(^{27,28}\) but the suggested algorithms are typically computationally intensive. \(^{28,29}\)

Less demanding methods use information theory criteria, such as the Akaike information criterion (AIC) or the efficient detection criterion (EDC). \(^{30}\) However, we can gain information analyzing directly the behavior of the normalized mean square errors \( MSE_j \) defined by

\[
MSE_j = \frac{\rho^2 \sum_{k=1}^{N} (e_k^j)^2}{\max_k P_k},
\]

Typically, these errors start decaying at an exponential rate. After several iterations, we observe a stabilization in this rate of decay that becomes linear. This normally happens when the values of \( MSE_j \) are between \( 10^{-3} \) and \( 10^{-4} \) \( \mu \text{m}^2 \). Based on this experience, we have successfully used the following stopping criterion: We allow the algorithm to run for up to 50 iterations and calculate the weighted slopes

\[
\delta MSE_j = \frac{\log(MSE_{j-1}/MSE_j)}{j}.
\]

The sequence \( \delta MSE \), although oscillatory, is negative and tends to 0, and so we find the last iteration \( 1 = J_1 \leq 50 \) when \( \delta MSE_j \geq 0.02 \). If

---

**Figure 2.** Comparison of the reconstruction of a synthetic “scar” (top left) with 20 iterations of the adaptive algorithm (top right) and 36 (bottom left) and 136 (bottom right) Zernike polynomials.
where $MSE_j < 10^{-3}$ μm, we fix $J_1 + 1$ as the stopping iteration. Otherwise, we seek the last iteration $1 \leq J_2 \leq 50$ when $\Delta MSE_j \geq -0.01$, and stop the algorithm at the $(J_2 + 1)$th iteration.

**Experimental Data**

The altimetric and curvature data from in vivo corneas used for the experiments described below were collected by the Placido-based topography system (CSO, Firenze, Italy), which in ideal conditions digitizes up to 24 rings with 256 equally distributed points on each mire. All procedures were implemented in commercial software (Matlab 7; The MathWorks, Natick, MA) and run on standard platforms.

**RESULTS**

In this section, we present numerical results obtained by our method and by the standard Zernike reconstruction, applied both to simulated and real cornea surfaces. The choice of the Zernike-based method for comparison is motivated by its modal character and by being a standard de facto in industry and clinical practice.

We analyze first the global error, measured by $MSE_j$, which tends to decrease monotonically with the exponential rate. A typical behavior for the reconstruction of the altimetric data for both synthetic and real corneas can be observed in Figure 1. In particular, in all cases we appreciate the clear transition from an overexponential to a linear rate of decay, which is used as the stopping criterion. For comparison, we have reconstructed the same data with the Zernike polynomials using linear least squares, which is the standard procedure in clinical practice, implemented in most topographers. The $MSE_j$ for the Zernike reconstruction is plotted in the same Cartesian coordinate system, where $j$ indicates the total number of Zernike polynomials used. Recall that $j$ varies from 1 to $(m + 1)(m + 2)/2$, where $m$ is the maximum radial order used.

Zernike polynomials easily capture the global shape of the surface, which is expressed in a typical fast decay of the corresponding error. However, smaller details on the surface (such as areas of localized steepening) are much less suited for this tool. It explains the saturation observed in the Zernike error behavior after a few orders, typically, around 25 polynomials. Such saturation is not the case in the reconstruction with A-RBGF, whose multiscale, adaptive character allows adjustment of the parameters adequately in each iteration.

However, illuminating these graphs may be, the global error is not the only way to compare both reconstruction approaches. Recall that the modal method with Zernike polynomials is tailored precisely to achieve a maximum reduction of the $MSE_j$ for each $j$, whereas the iterative algorithm presented here has a totally different goal: locating the most salient feature of the residual surface and incorporating it into the analytic expression in equation 1.

This observation can be illustrated by fitting a synthetic cornea with a simulated scar, used earlier in Martínez-Finkelshtein at al.²⁰ Its contour plot is depicted in Figure 2, top left. The top right panel shows the contour plot of the surface reconstructed with the adaptive procedure described here using as few as 20 functions. The other two contour plots correspond to the same surface reconstructed with 36 (order ≤ 7) and 136 (order ≤ 15) Zernike polynomials.

The situation becomes even more apparent if we compare the residual errors along the eighth mire for both methods (Fig. 3, left). Although the Zernike polynomials work perfectly on smooth portions of the surface, they find difficulties in adapting to fast varying shapes, whereas the A-RBGF algorithm uses its multiscale and adaptive character to fit the surface almost perfectly after a few iterations. It takes a long time for the MSE errors of Zernike polynomials to progress, as illustrated in Figure 3, right.

Regarding the stopping criterion, the experiments performed with real and synthetic corneas show that the reasonable number of iterations lies between 20 and 40; there is no clear correlation between the number of iterations and the condition of the cornea, as Figure 1 shows. This is why we consider it appropriate to perform 50 iterations (taking advantage of the speed of the algorithm) to decide the correct value for $n$ in equation 2.

However, more correlation exists with the location and grouping of the centers $Q_j$. For the normal corneas, the centers typically cluster at the border of the area, where most of the oscillations occur, whereas for corneas affected by

![Figure 3](http://iovs.arvojournals.org/pdfaccess.ashx?url=/data/journals/iovs/933462/ on 06/21/2017)
keratoconus, we observe how some centers match the deformation already at the first iterations.

The adaptive algorithm described is suitable for a reliable reconstruction of any surface for the discrete set of data. In particular, it is possible also to reconstruct a corneal power map or the wavefront. Taking into account the typical shape of such a surface, it is convenient here to skip the fit by a sphere or Zernike polynomials of a low order, making \( S = 0 \) in equation 1.

An alternative way of assessing the quality of the approximation rendered by our method is by analyzing the resulting point spread function (PSF). Figure 4 shows the effect of modeling the corneal surface data of a simulated highly irregular eye on the estimated PSF. The original PSF corresponding to a wavefront described by an expansion in 136 Zernike polynomials, and a corneal diameter of 8 mm is shown (top left), together with a Zernike polynomial approximation of radial order \( \leq 5 \) (top right) and \( \leq 9 \) (bottom left) (21 and 55 functions, respectively), and the A-RBGF approximation with 21 functions (bottom right). Clearly, the latter leads to a PSF that more closely resembles the original PSF (capturing some finer features) than that derived from the Zernike polynomials.

**DISCUSSION**

In this work, we have developed an adaptive fitting method for corneal data, combining modal simplicity with the advantages of zonal reconstruction. It consists of a preliminary fit of the data with a sphere and an iterative procedure that adds terms to the analytic representation of the corneal data. Each term consists of a scaled anisotropic radial basis Gaussian function. The coefficients are computed dynamically and allow fitting the data in each iteration, independent of the scale. The method comprises also a filtering procedure that discards the outliers (data clearly corresponding to measurement noise) and a stopping criterion that chooses the final number of functions in the analytic representation in accordance with the evolution of the residual error.

Although it is computationally more intense in comparison with the standard Zernike fit, the numerical implementation of this algorithm in a standard personal computer is very fast and its execution times are negligible, as illustrated by Tables 1 and 2. Experimental results allow us to draw the following conclusions:

**TABLE 1. Reconstruction Time for the Surfaces in Figure 1**

<table>
<thead>
<tr>
<th>Surface</th>
<th>Top Left</th>
<th>Top Right</th>
<th>Bottom Left</th>
<th>Bottom Right</th>
</tr>
</thead>
<tbody>
<tr>
<td>Functions used, ( n )</td>
<td>15</td>
<td>28</td>
<td>45</td>
<td>21</td>
</tr>
<tr>
<td>Computation time (A-RBGF), s</td>
<td>0.3169</td>
<td>0.3537</td>
<td>0.4819</td>
<td>0.2671</td>
</tr>
<tr>
<td>Computation time (Zernike), s</td>
<td>0.0632</td>
<td>0.0550</td>
<td>0.1183</td>
<td>0.0573</td>
</tr>
</tbody>
</table>

In each case, the same number of functions is used for the A-RBGF algorithm and the standard Zernike fitting. This number is of the form \((m + 1)(m + 2)/2\), with \( m \) natural, and is selected as the closest to the recommended stopping value, indicated in each figure, with the purpose to include all Zernike polynomials of the maximal radial order.
The least-squares approximation by a linear combination of Zernike polynomials of a radial order up to six (which is the standard in modern aberrometers) fits adequately the altimetric data in the case of a normal cornea. It can be used also to capture the major features of the shape of the surface. However, for strongly aberrated corneas, the Zernike-based procedure saturates relatively early, and we need a high number of terms to achieve the desired accuracy at regions of localized steepening, at the price of overparameterizing the model and fitting the measurement noise.

In contrast, the iterative method presented herein exhibits a steady exponential error decay, independent of the complexity of the cornea. Its actual rate is basically influenced by the residue distribution. The fast decrease in the first iterations, when all salient features are reconstructed, is followed by a stable linear decay, when essentially errors are being fit. This can be used as a stopping criterion for the iterations. In this way, the minimal number of functions in the analytic representation of the cornea is used.

Unlike in the case of the Zernike polynomials, the complexity of each term in the functional representation with A-RBGF is the same, but their parameters vary to fit the current scale. This scale is determined only by the residual errors and not by the number of the iteration.

Because of the localized character of A-RBGF, the position and clustering of their centers, as well as the size of the shape parameters, provides an additional spatial information about the regions of higher irregularity.

The iterative adaptive algorithm for the cornea modeling proposed here provides a method of obtaining a compact mathematical description of the shape or power map of the cornea. All information is ultimately encoded in the following set of values: the center and radius of the best-fit sphere, plus the center locations, shape parameters, and scaling factors, which, again, need a negligible amount of data storage space. This description can be used for global visualization of the cornea or of its portions, capturing smaller details than with standard procedures. It can serve also as the input data for resampling and computation of some other relevant values via ray tracing, numerical integration, and other calculations.

References


