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A B S T R A C T

The development of unmanned aerial vehicle photogrammetry over the last decade has allowed terrain that is
very difficult for humans to access to be captured at very high spatial and temporal resolutions. This paper deals
with the application of this technique to the study of extreme topography in a near-vertical road cut-slope. Three
photogrammetric projects were carried out: one derived from images taken with the camera oriented horizon-
tally, one derived from images taken with the camera tilted at 45°, and one derived from both sets of images.
Point clouds and orthophotos were generated for each of these projects. The best accuracies were achieved by
the photogrammetric products derived from the combined images set, which had RMSE equal to 0.053m,
0.070m and 0.061m in X, Y and Z direction, respectively. A software program was developed to generate
contour lines and cross-sections derived from the point cloud, which was able to represent all terrain geometric
characteristics, such as several Z coordinates for a given planimetric (X, Y) point. Furthermore, comparing the
contour lines and cross-sections generated from the point cloud using the program developed in this project to
those generated from the digital surface model showed that the former are capable of representing geometric
terrain characteristics that the latter cannot.

1. Introduction

During the past decade there have been rapid technological devel-
opments related to digital elevation modelling. For most of geomorphic
applications, topographic surveys have been largely conducted using
robotic total stations [1] or differential global navigation satellite sys-
tems (GNSS) [2,3]. Nowadays, new technologies, such as terrestrial
laser scanning (TLS) [4], aerial laser scanning (ALS) [5,6], and softcopy
photogrammetry [7], have improved the accuracy of digital elevation
models (DEMs), but they are often time-consuming and costly.

Landforms with complex topography can render these methodolo-
gies unusable and even prove dangerous for operators. Furthermore, in
the most dynamic environments it is necessary to employ a high tem-
poral frequency of data collection at a very high spatial resolution in
order to study their evolution. This is especially necessary when land-
form evolution may cause both human and economic disaster, as in the
case of infrastructure built on these kinds of landforms.

In order to overcome the limitations of traditional techniques, the

use of consumer grade cameras mounted on unmanned aerial vehicles
(UAVs) to recover terrain information has been the subject of in-
vestigation for the past several years [8,9]. UAVs present distinct ad-
vantages over conventional piloted aircrafts and satellites, particularly
their low cost, operational flexibility, and better spatial and temporal
resolution [10,11,12,13]. UAVs require less time than other techniques
for data acquisition and, therefore, reduce costs [14]. Moreover, UAV
imagery provides results at a resolution and accuracy that cannot cur-
rently be met by satellite-derived products [15] and which are very
useful in places where the use of other techniques is dangerous. The
rapid development of these systems in recent years, and the miniatur-
ization of sensors, have increased the civil applications of UAVs [16]. A
detailed description of this evolution and the state of the art can be
found in [17], and a review of the applications of UAVs in civil en-
gineering, in general, and in 3D mapping application, in particular, can
be found in [18] and [19], respectively.

The integration of computer vision and image analysis has resulted
in a technique called structure-from-motion (SfM) [20], which
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automatically solves for the geometry of the scene and the camera
positions and orientations without the need to specify a priori a net-
work of targets which have known 3D positions [21,22,23]. SfM in-
corporates multi-view stereopsis (MSV) techniques [24,25], which de-
rives 3D structure from overlapping photography acquired from
multiples angles. Lowe [26], Snavely et al. [21], and Forsman et al.
[27], applied a scale-invariant feature transform (SIFT) operator for
key-point detection for generating 3D point clouds from photographs.
Some researchers have concluded that this operator is one of the most
robust for large image variations [28,29] [28,29]. SfM with MVS has
surpassed the low precision shown by traditional photogrammetric
DEMs when compared to airborne LiDAR, as demonstrated by authors
who obtained terrain models with centimeter precision and point cloud
resolutions that fell between airborne LiDAR and TLS [30]. A more
detailed description of SfM can be found in [3,23].

Recent studies have been carried out using UAV imagery and SfM
techniques for geomorphologic and terrain mapping purposes. Harwin
and Lucieer [11] report accuracies of 0.025–0.040m in the point cloud
of a natural landform generated from UAV imagery and SfM techniques.
Lucieer et al. [31] generated a high-resolution Digital Surface Model
(DSM) of Antarctic moss beds from UAV imagery obtaining an overall
root mean square error (RMSE) of 0.420m. Mancini et al. [32] studied
the creation and validation of point clouds and DSM generated from
images of a beach dune system taken by a digital single-lens reflex
(DSLR) camera mounted on a rotatory-wing UAV. The UAV-based ap-
proach was demonstrated to be straightforward, and the accuracy of the
vertical dataset was comparable with results obtained by TLS tech-
nology. Lucieer et al. [33] used UAV imagery for mapping landslide
displacements. Their DEMs and orthoimages were exported at a re-
solution of 1 cm resulting in a RMSEXY of 0.070m and a RMSEZ of
0.062m. Tonkin et al. [34] used a rotary-wing UAV to recover images
for topographic surveys and they concluded that the DSM produced
from the UAV imagery was in good agreement with the total station
survey points. Eltner et al. [35] measured surface changes of short-term
erosion events using images taken from a rotary-wing UAV; these data
were compared to a DSM produced with TLS data, showing that DSMs
have an accuracy of less than one centimeter. Mozas-Calvache et al.
[36] yielded a methodology based on UAV photogrammetry techniques
to study landslide evolution. In their study of a landslide affecting an
urban zone, Mateos et al. [37] used techniques combining satellite and
UAV images to accurately detect land displacements rates over time.

The work of Clapuyt et al. [9] compared different SfM-derived to-
pography datasets resulting from identical replications and observed, in
all cases, measurements precisions on the order of centimeters, de-
monstrating the reproducibility of UAV-based Earth topography re-
constructions based on SfM algorithms.

In [38,39] the influence of several factors (flight altitude, number
and of ground control points (GCPs), and terrain morphology) on DSM
and orthoimages obtained with UAV photogrammetry, was explored.
With a flight altitude of 50m and 10 GCP, the researches obtained
accuracies of 0.053m in planimetry and 0.049m in altimetry, but all of
the morphologies studied allowed access to any point to take coordinate
measurements or perform other related works. Fernández et al. [40]
conducted an analysis of landslide evolution by studying the terrain
displacements over several years. The terrain morphology and the ob-
jective of this work required adapting the usual UAV photogrammetry
methodology, using GCPs which were static throughout the duration of
the study which was in a complex terrain morphology. Carvajal-Ra-
mírez et al. [41] studied a very complex landslide morphology with
inaccessible areas. They only used GCPs located around the study area
and compared the accuracies of photogrammetric projects with dif-
ferent images orientations: images oriented orthogonal to the terrain,
and classical vertical image orientation. They concluded that the or-
thogonal image methodology is more appropriate for this kind of
morphology.

In summary, there have been great development in UAV photo-
grammetry in recent years, and it is increasingly used in situations
where classical photogrammetry is less efficient or simply not applic-
able. All of this makes it necessary to continue the development of
specific methodologies to obtain accurate results using UAV photo-
grammetry in extreme situations when classical photogrammetry is not
applicable.

This paper provides a methodology to obtain photogrammetrically-
derived topographic information from UAV imagery of extreme and
dynamic topography, where traditional techniques are dangerous or
impossible to apply. Our goals were to quantify the accuracy of the
generated point cloud and produce cartographic information for ter-
rains with extreme morphology that is useful for engineers, geologists,
and other technicians. In this way, the results obtained in the present
work, besides providing knowledge about the geometric accuracy of
UAV photogrammetry, will constitute a working methodology that will
be useful in civil engineering works that would otherwise be more ex-
pensive or impossible to carry out.

2. Study area

The study area covers a cut slope located on the N-340 road, in the
province of Almería, southeast Spain, between Almería city and
Aguadulce (Fig. 1). The SW and NE rectangle vertices covering the
studied area are 540117, 4074712, and 540453, 4074967, respectively
(UTM coordinates Zone 30N, European Terrestrial Reference System
1989: ETRS89).

Fig. 1. Geographical location of the study area. The red arrow indicates the location of the study area. The red line represents the N-340 road. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)
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The studied cut slope is 130m long and the greatest elevation dif-
ference between the road and the top of the cut-slope is 70m (Fig. 2a).
It has almost vertical slopes and even some areas with negative slopes,
i.e., overhangs where part of the cut-slope is suspended over the road.
Furthermore, it suffered a landslide caused by torrential rains (Fig. 2b)
making it necessary to obtain cartographic information in order to
study its stability status and carry out the technical project to determine
the necessary works to be done on the damaged cut-slope. Traditional
techniques (GNSSs, terrestrial laser station, total station, etc.) were not
possible to use here because of the terrain morphology.

3. Materials and methods

The workflow of this section is summarized in Fig. 3.

3.1. Image collection

A rotary-wing UAV with eight rotors and MikroKopter
(Moormerland, Germany) electronic boards was used to collect the
images. It has a payload of 2.5 kg, and the sensor was mounted to a
motion-compensated gimbal. The sensor was a Nikon 3100 reflex
camera with a 16mm fixed focal length lens. This camera has a com-
plementary metal-oxide semiconductor (CMOS) sensor of 14.8 effective
megapixels with a size of 355.7 mm2 (23.1×15.4 mm). Fig. 4 shows
the entire system.

The flight plan was programmed and loaded into the UAV using the
MikroKopter-Tool software. Two flights were executed varying the
photography axis: one with a horizontal orientation and one with the
axis tilted 45° downwards. Fig. 5 shows the flight lines defined by the
UAV in every flight plan. During these flights, the UAV remained in a
vertical plane at a distance of approximately 50m from the studied
surface. The flight plan with a horizontal photography axis consisted of
four passes 150m in length at different altitudes (20, 50, 80 and
110m). The overlap between pictures was 90% in the vertical flight
direction and 60% in the horizontal flight direction. A total of 72
images were selected to be processed in the photogrammetric proce-
dure. The flight plan with a tilted photography axis consisted of two
passes 150m in length at altitudes of 50 and 110m. A total of 36
images were selected to be processed in the photogrammetric projects.
As the image resolution was adjusted to 4240×2832 pixels, the
ground sample distance (GSD) was 1.86 cm. Furthermore, the 3D co-
ordinates of 26 points scattered on the studied surface were measured
with a total station without a reflector.

In this work, the coordinates of 18 points located on the cut-slope
were measured with the total station. It was very difficult to locate
points on the cut-slope which could be identified in the photos to
georeference the point cloud. Vertices of characteristic shapes or me-
tallic pieces of previous works on the cut-slope were used. The altitude
of these points could not be greater than around 35m from the road

level because the angle of the total station telescope became very high,
making it impossible to look through the telescope. Furthermore, the
coordinates of eight points scattered on the road and marked with
targets of A4-format size (210×297mm) were measured with the total
station and with GNSS to refer the coordinate system of the total station
to the ETRS89 system.

The GNSS measurements were made by working with differential
corrections in real-time kinematic (RTK) mode, with the base station on
a geodesic pillar located within 1 km from the studied site. Both the
rover and base GNSS receivers were Trimble R6 units. With this con-
figuration, the maximum horizontal and vertical RMSs were±9
and± 16mm, respectively. The total station used was a Stonex STS22R
model, which has an accuracy of 5mm+2 ppm in reflector-less fine
mode.

3.2. Image processing

The images were processed using the software Pix4Dmapper Pro,
version 3.1, which incorporates the SfM procedure described in [42]
and has a three-step workflow. The results of the first step are the in-
ternal camera calibration parameters, the relative camera position and
orientation corresponding to each picture, and the 3D relative co-
ordinates of a sparse point cloud of the terrain. The second step
achieves a densification of the point cloud, and a more detailed 3D
model than that of step 1 is obtained. Furthermore, as the images taken
in this work were not geotagged, the point cloud was georeferenced
using the coordinates of the measured GCPs and CPs. Finally, in the
third step, a grid DSM can be generated at a specific grid size and the
orthophoto is exported at a pre-selected resolution. The bundle ad-
justment can be carried out using only three GCPs, but it is advisable to
use more than three to obtain optimal accuracy [38,39,43,44]. Five
measured points were used as GCPs and the other 18 points as CPs.

In order to evaluate the influence of the photography axis orienta-
tion on the point cloud and orthophoto accuracies, three different
photogrammetric projects were considered: one using the 72 images
taken with horizontal axis orientation, one using the 36 images taken
with the axis tilted 45°, and one combining all 108 images (horizontal
and tilted axis).

As the studied surface is almost vertical, the orthophoto obtained
when projecting on a horizontal plane does not offer valuable in-
formation and even offer confusing information, because there are
zones where, for a given X and Y coordinate, two or more Z coordinates
can be present. To avoid this circumstance, a plane was adjusted to the
cut slope surface and used for projection in order to build the ortho-
photo. This plane was determined by fitting the terrain point cloud
obtained in the second step of the image processing previously de-
scribed. For this task, only the points centred on the area of interest
were taken into account. This method is similar to that of terrestrial
photogrammetry or close-range photogrammetry when studying, for

Fig. 2. Studied cut-slope (a) and landslide caused by torrential rains (b).
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example, facades, but it is not common in civil engineering when
working with topographic surfaces.

3.3. Point cloud management

Coordinates of the dense point cloud obtained from the photo-
grammetric process were referred to as UTM Zone 30N (ETRS89) and

the elevation at mean sea level using the EGM08 geoid model. Standard
programs that can generate a DSM from a point cloud only give one Z
coordinate for each planimetric point (X, Y). So, terrains with mor-
phology similar to the one studied in this work are incorrectly re-
presented. In addition, there are no commercial software packages in
which, clicking on a point in the orthophoto, the contour line and the
cross-section corresponding to this point are generated, essential

Fig. 3. Flow diagram of processing steps described in Section 3.

Fig. 4. UAV equipment used in this work.

F. Agüera-Vega et al. Measurement 121 (2018) 127–138

130



information for the development of any engineering project related to
the terrain. Therefore, to obtain the most out of the information pro-
vided by the point cloud, a software program was developed by the
authors, using the Visual Basic 6.0 programming language, to obtain
contour lines and cross-sections from the raw point cloud produced by
vertical planes and planes perpendicular to the fitted plane at any point
of the work area. This kind of terrain representation produces a very
realistic visualization of the surface shape and is useful to plan and
execute works on the terrain under study. The software program de-
veloped has two main parts. In the first part, contour lines and vertical

sections are extracted from the point cloud. First, from the raw point
cloud generated in the photogrammetric project, which is included in
the box defined by (XMAX, YMAX, ZMAX) and (XMIN, YMIN, ZMIN) (blue box
in Fig. 6), a reduced box strictly centered on the study site can be de-
fined by (Xmax, Ymax, Zmax,) and (Xmin, Ymin, Zmin) (green box in Fig. 6).
Second, contour lines and cross-sections are generated (red and blue
lines, respectively, in the Fig. 7. In this figure, ω represents the fitted
plane that has been fit to the point cloud; ϕi is a generic horizontal cut-
plane, which generates a contour line; and πi is a generic vertical cut-
plane, which generate a cross-section. Furthermore, the width of the
vertical and horizontal cut-planes (ϕi and πi) can be adjusted in order to
include a large enough number of points in the corresponding section.
This is a critical adjustment because the accuracy of the sections de-
pends on this value. If it is too low, few points will be extracted and the
section will be poorly defined. On the other hand, if this value is too
high, a large number of points will be extracted and the section will be
defined with confusing results. Thus, to obtain an optimal value, a
software program was developed to compare the results, taking into
account several values for the cutting plane width.

The second part of the program developed involves displaying the
generated sections. Its interface shows three graphical windows
(Fig. 8): the main window for the orthophoto, projected on the fitted
plane; second one for the contour line, above the orthophoto window;
and a third for the cross-section. When a click is performed on the cut-
slope image, a cross appears at that location, representing the inter-
section of the horizontal (red) and vertical (blue) planes with the ter-
rain and, immediately, the contour line and the cross section are drawn
in their respective windows. Boundary coordinates of each window and
contour line elevations are shown. Furthermore, when the cursor is on
the orthophoto, the terrain coordinates are displayed at the bottom.

3.4. Accuracy assessment

For every CP, the assessment of accuracy in easting (X), northing
(Y), and height (Z) was performed by comparing the CP-measured co-
ordinates with the interpolated coordinates from the four nearest points
of the dense cloud generated by the photogrammetric process, resulting
in RMSEX, RMSEY, and RMSEZ accuracy measures, respectively:

=
∑ −

=RMSE
(X X )

nX
i 1
n

si ci
2

(1)

Fig. 5. Flight lines defined by the UAV in every flight plan. Red lines represent flight plan
with 45° tilted photography axis. Red and green lines represent flight plan with horizontal
photography axis. All flight lines had a length of 150m and all were included in a vertical
plane separated 50m from the terrain. (For interpretation of the references to colour in
this figure legend, the reader is referred to the web version of this article.)

Fig. 6. Selection of the box delimiting the work area using the software developed in this
study. Blue prism indicates the whole space covered by the pictures and the green prism
indicates the selected study area. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)

Fig. 7. Horizontal (contours level, red line) and vertical (cross-section, blue line) sections
determined by cut–planes using the software developed in this study. ω represents the
fitted plane that has been fit to the point cloud; ϕi is a generic horizontal cut-plane, which
generates a contour line; and πi is a generic vertical cut-plane, which generate a cross-
section. (For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)
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where:

n: number of CPs.
Xsi, Ysi, and Zsi: X, Y, and Z coordinates measured with the total
station for the ith CP.

Xci, Yci, and Zci: X, Y, and Z coordinates of the interpolated point
from the cloud.
The interpolation method chosen was the inverse distance to square
power. A software program was developed in Visual Basic V6.0 for
carrying out this task.

4. Results

Boundary coordinates of the box containing the raw point cloud
were (540,117, 4,074,712, 0) and (540,453, 4,074,967, 143), corre-
sponding to dimensions of 336× 255×143m. As the area of interest

Fig. 8. Interface of the software program developed to draw contour levels and vertical sections from the point cloud. The red straight line represents the horizontal plane and the blue
straight line represents the vertical plane cutting the point cloud. The contour line is represented in the top window by red dots and the cross-section is represented in the right window by
blue dots. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 9. Schematic (left) and realistic (right) re-
presentation of the spatial distribution of the measured
points as GCPs (blue and green dots), CPs (red dots),
and points for orientating the total station measure-
ments (green dots). ω represents the plane that has
been fit to the point cloud. (For interpretation of the
references to colour in this figure legend, the reader is
referred to the web version of this article.)
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was smaller than the total covered area, this was reduced using the
software program described in Section 3 (Figs. 6 and 7). The boundary
coordinates of the study area were (Xmin= 540,220, Ymin= 4,074,750,
Zmin= 20) and (Xmax= 540,350, Ymax= 4,074,800, Zmax= 90), cor-
responding to dimensions of 130× 50×70m. Taking into account this
reduced box, the number of points in the generated clouds were
2,640,231 for the horizontal axis project, 220,192 for the 45° tilted
project, and 2,933,590 for the combined project. In this way, all tasks
carried out on the point cloud were completed in a much shorter time
due to the smaller number of points to be handled.

Fig. 9 shows a schematic (left) and realistic (right) representation of
the CPs (red dots) and GCPs spatial distribution (blue dots). In this
figure the two green dots are the points used for the orientation points
measured with the total station, and ω represents the plane that was fit
to the point cloud of the corresponding photogrammetric project and,
which was used as the projection plane to make the orthophoto.

Table 1 shows the 3D coordinates of the 18 points measured on the
cut-slope and the eight measured on the road (columns Xm, Ym, and
Zm). Points 1, 9, 14, 19, and 22 were used as GCPs and the rest were
used as CPs. Furthermore, points 23 and 26 were used for orienting the
coordinates measured with the total station.

In Table 1 and Fig. 9 it can be observed that the maximum altitude
of the measured points was 51.677m. It was not possible to measure
points located at higher altitudes due to the limitations explained in
Section 3. Furthermore, Table 1 shows the errors for the X, Y and Z
coordinates of every CP for each photogrammetric project (horizontal
axis, tilted axis and combined) taking into account the measured co-
ordinates and estimated coordinates from the point cloud as described
in the Accuracy assessment section as well as the range of variation of
the error (maximum error minus minimum error), the average error,
and the RMSE of the X, Y, and Z directions. For the three components,
the lowest variation in error ranges was found in the combined project

and the highest in the tilted project. If the projects are studied sepa-
rately, the variation of the error ranges for the three coordinates were
similar. The RMSE for the X, Y, and Z directions were 0.053m, 0.070m
and 0.061m respectively for the combined project; 0.075m, 0.090m,
and 0.079m for the horizontal photography axis project; and 0.093m,
0.097m and 0.101m for the tilted photography axis project. So, the
best accuracy was achieved by the combined project, which included
horizontal and tilted images. From here on, all results discussed refer to
the combined project.

Fig. 10 shows the orthophoto obtained using a horizontal plane (a)
and that obtained using the fitted plane (b). GSD was 1.86 cm, which
represents a very good spatial resolution for inspections and stability
studies. Each of these two images gives complementary information,
but if they are to be used to repair the cut-slope, orthophoto (b) will be
more useful than (a).

As stated in the Point Cloud Management section, a critical ad-
justment of the software program developed was to select the cutting
plane width for generating contour lines and cross-sections. Extraction
of intersection points between the point cloud and the cutting plane was
carried out using plane widths of 0.5 cm, 1 cm, 2 cm, and 5 cm and by
comparing the results using the developed software program for this
purpose, mentioned in the Point Cloud Management section. Fig. 11
shows the results for three different cross-sections (CS1, CS2, and CS3).
The axes have not been graduated because the purpose of this figure is
to compare the same section with different numbers of points. The
number at the bottom of each section is the number of points extracted
from the point cloud. When a width of 0.5 cm is selected, the observed
accuracy of the cross-section representation is not sufficient (103 points
for CS1, 129 for CS2, and 141 CS3) because gaps exist between the
extracted points. When a width of 5 cm is selected, representative sec-
tions are constructed with a large number of extracted points (1140 for
CS1, 1232 for CS2, and 1288 CS3) and the section is not clearly defined.

Table 1
Coordinates of the measured points (Xm, Ym, Zm), error in X, Y and Z directions (EX, EY, EZ) for each photogrammetric project derived from horizontal photography axis (horizontal), 45°
tilted axis (45° tilted), and combined project (combined), error range of variation (maximum error minus minimum error), average error and RMSE of the X, Y, and Z directions and
photogrammetric projects. All coordinates are referred to UTM Zone 30N (ETRS89) and the elevation at mean sea level using the EGM08 geoid model. 1 indicates the points used as GCPs.
The rest of the points were used as CP. 2 indicates points used for orienting the total station measurements.

Id. Measured coordinates Combined Horizontal 45° tilted

Xm Ym Zm Ex Ey Ez Ex Ey Ez Ex Ey Ez

11 540239.58 4074779.392 35.811
2 540259.982 4074778.526 35.746 0.02 0.09 0.01 0.04 0.10 0.06 0.06 0.12 0.12
3 540287.114 4074769.942 24.147 0.07 −0.02 0.05 0.08 −0.06 0.10 0.10 −0.06 0.09
4 540294.329 4074768.602 24.180 −0.03 −0.06 −0.01 −0.05 −0.09 −0.15 −0.70 −0.08 −0.05
5 540299.056 4074767.729 24.244 0.03 −0.04 0.02 0.06 −0.10 0.12 0.05 0.05 0.08
6 540306.281 4074766.394 24.280 0.01 −0.03 0.03 0.04 −0.06 0.06 0.03 0.05 0.10
7 540313.089 4074765.387 24.334 0.02 −0.07 −0.02 0.05 −0.11 0.06 0.06 −0.10 −0.08
8 540322.771 4074764.752 24.454 0.08 −0.04 0.01 0.10 −0.08 0.12 0.12 −0.09 0.09
91 540329.708 4074768.652 33.587
10 540315.718 4074769.421 32.360 0.02 −0.10 −0.02 0.06 −0.09 0.09 0.05 −0.10 −0.08
11 540298.763 4074772.219 32.008 −0.03 −0.13 −0.06 −0.07 −0.02 −0.09 −0.06 −0.15 −0.10
12 540281.862 4074772.198 31.625 −0.01 0.04 0.09 −0.04 0.09 −0.03 −0.03 0.07 0.12
13 540284.104 4074772.528 40.590 −0.07 −0.05 0.02 −0.09 −0.08 −0.11 −0.09 −0.09 0.08
141 540293.545 4074771.006 40.984
15 540293.42 4074770.882 35.962 −0.03 −0.11 0.03 −0.07 −0.12 −0.10 −0.08 −0.16 0.08
16 540302.084 4074771.639 41.437 −0.04 −0.10 0.06 −0.05 −0.12 −0.07 −0.07 −0.12 0.09
17 540345.107 4074769.425 43.532 −0.05 0.04 −0.02 −0.08 0.08 0.13 0.10 0.08 −0.05
18 540341.672 4074772.535 51.677 −0.05 −0.08 −0.09 −0.09 −0.09 0.10 0.08 −0.10 −0.10
191 540272.788 4074770.053 22.426
20 540294.803 4074764.157 22.753 0.08 0.04 −0.10 0.10 0.07 −0.09 −0.07 0.10 −0.15
21 540305.133 4074762.18 22.874 −0.07 0.04 −0.09 −0.09 0.07 0.09 0.06 0.06 −0.09
221 540316.384 4074761.928 22.914
232 540346.656 4074754.387 23.533 −0.05 −0.06 −0.07 −0.10 −0.07 −0.09 −0.07 −0.09 −0.08
24 540317.141 4074750.767 23.444 0.02 0.10 0.12 0.05 0.15 0.05 0.03 0.12 0.15
25 540234.241 4074767.622 21.255 −0.09 0.06 −0.05 −0.11 0.14 −0.08 −0.05 0.10 −0.16
262 540225.189 4074768.419 21.047 0.08 0.03 0.09 0.09 0.05 0.13 0.09 0.08 0.10

Range 0.170 0.230 0.218 0.210 0.270 0.280 0.275 0.280 0.310
Average −0.004 −0.020 0.000 −0.008 −0.017 0.003 0.014 −0.015 0.008
RMSE 0.053 0.070 0.061 0.075 0.090 0.080 0.093 0.100 0.101
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Nevertheless, differences between sections using widths of 1 cm (219
for CS1, 259 for CS2, and 276 CS3) and 2 cm (434 for CS1, 499 for CS2,
and 561 CS3) were not remarkable, and both values yielded well-de-
fined representative sections. For our study, the 1 cm width was chosen
to generate the contour lines and cross-sections.

Fig. 12 shows the contour lines obtained from the point cloud by
standard software (a), and by the developed software (b). In the first
case, no contour line crosses another, but in the second case it can be
observed that several contour lines cross other lines.

Fig. 13 shows several cross-sections in which it can be observed that
for a given planimetric point (X, Y), there may be more than one value
for Z because the terrain morphology can be properly represented if
these sections are generated from the point cloud by the developed
software (blue lines in Fig. 13). This would not have been possible if the
cross-sections had been generated from a DSM (red lines in Fig. 13).

5. Discussion

For the combined project, in which the best accuracies were found,

the error of the estimated coordinates ranged from −0.085m to
0.085m (0.170m) for the X component, from −0.131m to 0.099m
(0.230m) for the Y component, and from −0.100m to 0.118m
(0.218m) for the Z component, indicating similar ranges for each
component. The RMSE for the X, Y, and Z directions were 0.053m,
0.070m, and 0.061m, respectively. The photogrammetric projects that
only used horizontal axis or tilted axis images yielded worse accuracies
than those achieved by the combined project. For the horizontal axis
image project, the RMSE for the X, Y and Z components were 0.075m,
0.090m, and 0.080m, respectively. For the tilted axis, these values
were 0.093m, 0.100m, and 0.101m. So, the ranges of error and RMSE
values indicate, firstly, that terrains with complex morphologies re-
quires images taken with different axis orientation, and secondly, that
results derived from the combined photogrammetric project are ac-
ceptable for the purpose of generating cartographic information for
developing technical projects. Furthermore, RMSEs are similar to or
better than those reported in other studies carried out under similar
conditions. For instance, [31] used Agisoft PhotoScan Professional 0.85
software for the 3D terrain reconstruction and reached a geometric

Fig. 10. Orthophotos obtained using a horizontal projection plane (a), and using the plane that has been fit to the point cloud generated during the photogrammetric process (b).
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accuracy of 0.060m in planimetry and 0.044m in the Z component.
They worked on an Antarctic surface, the flight altitude was 50m above
ground level, and the camera was similar to that used in this work.
Turner et al. [45] worked under similar conditions as [31] and reported

accuracies of 0.100m for the planimetric component and 0.150m for
the Z component. Agüera-Vega et al. [38] used a UAV system similar to
that used in this work to study the accuracy of digital surface models
and orthophotos derived from UAV photogrammetry of terrains with

CS1, 0.5 cm CS1, 1 cm CS1, 2 cm CS1, 5 cm

CS2, 1 cm

CS3, 1 cm

CS2, 0.5 cm

CS3, 0.5 cm CS3, 2 cm

CS2, 2 cm CS2, 5 cm

CS3, 5 cm

Fig. 11. Example of three cross-sections (CS1, CS2, and CS3) obtained with the software program developed in this study utilizing cutting plane widths of 0.5 cm, 1 cm, 2 cm, and 5 cm.
The number at the bottom of each panel indicates the number of points included in the cross-section.
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different morphologies and compared the results for different flight
altitudes and number of GCPs. At a flight altitude of 50m and five
GCPs, which are similar conditions to those of our work, they reported
RMSE values around 0.050m for the X, Y, and Z components. All these
cited works used GCPs sprayed on the whole studied surface, re-
presenting better conditions than those found in our work. Hugenholtz
et al. [12] reported vertical RMSE values of 0.106m and 0.097m de-
rived from a photogrammetric project on a stockpile, conducted before
and after a portion of the pile was removed, using a rotatory-wing UAV
and flight altitude of 100m. In complex-morphology terrains, Carvajal-
Ramírez et al. [41] achieved planimetric and vertical accuracies of
0.058m and 0.100m, respectively, working on a road cut-slope. They
used a rotatory-wing UAV and carried out two flights for the photo-
grammetry project, the first with the camera in the vertical position and
the second with the camera oriented 45° to the terrain.

With a larger number of GCPs sprayed on the whole surface, better
accuracy could likely be reached, as concluded in [46], but in terrains
with very difficult morphology it is not possible to have as many points
as would be desirable, even using a total station without a reflector,
because there may be no representative points which can be identified
in the photographs. Therefore, we cannot carry out a study of the

distribution of the error across the whole surface. Even so, the accuracy
achieved is very good for the purpose of generating information with
the methodology described that can be used: to plan the cut-slope re-
parations works.

Although in civil engineering it is usual to use a horizontal plane to
project the orthophoto, it is important to take into account the objective
of the photogrammetric project in order to select the appropriate pro-
jection plane [47] to obtain the optimal point of view to detect, de-
scribe, and measure cracks and the location of rocks in danger of falling
on the road; take measurements; or to obtain information to plan works
on the terrain under study.

In Fig. 10a, parts of the cut-slope are hidden by overhangs (areas
with negative slope), as can be observed near the centre of the picture.
Furthermore, although the orthophoto of Fig. 10b shows the cut slope
with much more detail than Fig. 10a, it does not show the road.

In addition, contour lines and cross-sections obtained from the
dense point cloud give valuable information to engineers, geologists,
and other technicians for proposing the necessary works on the cut-
slope to repair it and avoid a new landslide. For this terrain, a DSM
obtained from the point cloud by standard software would not have
represented reality since, for a given set of coordinates (X, Y), a single
value of the Z coordinate would be given by the DSM, but this is not the
case for certain zones of the studied terrain where overhangs are pre-
sent. The software program developed in this study has made it possible
to obtain contour lines directly from the point cloud that faithfully
represent the terrain.

6. Conclusions

The methodology proposed in this work has proven to be efficient
for reconstructing very complex topography, such as a rocky cliff, in
order to obtain useful information for engineers, geologists, and other
technicians who are interested in the study of these types of surfaces. It
is based on two flights to obtain the images to be processed in the
photogrammetric project: one with the axis perpendicular to the study
surface and the other one tilted 45°. In this way, better point cloud and
orthophoto accuracies are reached than if only one axis orientation is
considered.

The equipment used in this study, composed of a light UAV and a
non-metric camera, has been shown as the only system capable of
achieving that goal since, for extreme topography, terrestrial instru-
ments, such as GNSS, terrestrial laser scanners, and aerial or space
surveys, are not suitable. In this case, terrestrial instruments are useful
only for the measurement of GCPs and CPs.

Fig. 12. Contour lines produced from the point cloud by standard software (a) and by the
developed program (b). Crossing contour lines in (b) show where overhangs (negative
slope areas) exist in the real terrain, which are not properly represented by the standard
software.

Fig. 13. Example of four cross-sections obtained from a DSM generated by a standard software (red lines), and directly from the point cloud by the developed software (blue lines). The
sections obtained from the point cloud clearly represent the terrain more accurately than those obtained from the DSM. (For interpretation of the references to colour in this figure legend,
the reader is referred to the web version of this article.)
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For the combined project, the RMSEs found in the X, Y, and Z di-
rections are 0.053m, 0.070m, and 0.061m, respectively, similar to the
best accuracies reported in other studies for similar conditions.

In addition, DSMs derived from the point cloud by standard soft-
ware may not reliably represent some surfaces with very complex
geometry, and it is necessary to work directly with the point cloud to
generate useful information. For this purpose, the software developed
in this work has proved suitable for generating manageable informa-
tion, such as contour lines and cross-sections, that is useful for the
development of, for example, repair or maintenance projects on cut-
slopes with very complex topography. The point cloud density derived
from the combined UAV photogrammetry project described in this work
has allowed us to accurately represent the terrain using contour lines
and cross-sections, which are the formats needed to develop plans to
carry out works on the terrain. For each cutting plane that generates a
contour line or cross-section, a plane width of 1 cm has been found to be
sufficient for obtaining an accurate representation of these sections
from the point cloud.

Further works could be focused on improvement of the proposed
methodology by studying the effect of the number and distribution of
GCPs, image resolution, or viewing geometry on the accuracy of the
resulting cartographic products.
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