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#### Abstract

The asymptotics of the Boltzmann-Shannon information entropy as well as the Renyi entropy for the quantum probability density of a single-particle system with a confining (i.e., bounded below) power-type potential $V(x)=x^{2 k}$ with $k \in \mathbb{N}$ and $x \in \mathbb{R}$, is investigated in the position and momentum spaces within the semiclassical (WKB) approximation. It is found that for highly excited states both physical entropies, as well as their sum, have a logarithmic dependence on its quantum number not only when $k=1$ (harmonic oscillator), but also for any fixed $k$. As a by-product, the extremal case $k \rightarrow \infty$ (the infinite well potential) is also rigorously analyzed. It is shown that not only the position-space entropy has the same constant value for all quantum states, which is a known result, but also that the momentum-space entropy is constant for highly excited states.
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## I. INTRODUCTION

The essential reason for the probabilistic character of the quantum theory of physical systems relies upon the uncertainty relation. This relation may be mathematically expressed by means of the Boltzmann-Shannon information entropy (the entropic uncertainty relation) in a much more appropriate and accurate way than by the standard deviation (the Heisenberg or standard uncertainty relation) [1,2]. The quantum single-particle probability densities in position and momentum spaces are not necessarily Gaussian or quasiGaussian, but they can take an arbitrary shape; so, in general, the standard deviation is not a useful measure of spreading [3]. The information entropy is an appropriate measure of spreading, and then of quantum uncertainty, a property of fundamental relevance for the adequate characterization of the position and momentum single-particle densities, the basic variables of the modern density-functional theory [4-6] in the two complementary spaces. Additionally, these entropies have been used for numerous practical purposes such as, for example, to measure the squeezing of quantum fluctuation [7] and to reconstruct the charge and momentum densities of atomic and molecular systems [8,9] by means of maximum-entropy procedures.

The analytical determination of the information entropies of physical systems is a formidable project which is now in its infancy. This project has been initiated by the consideration of simple quantum systems: $D$-dimensional single-

[^0]particle systems in central potentials. See Ref. [10] for a recent survey, where emphasis is laid on the harmonic oscillator and Coulomb potentials.

The Schrödinger equation of a $D$ dimensional singleparticle system characterized by the Hamiltonian operator $H$ is

$$
\begin{equation*}
H \Psi(\bar{r})=E \Psi(\bar{r}), \quad \bar{r}=\left(x_{1}, \ldots, x_{D}\right), \tag{1}
\end{equation*}
$$

where $\Psi(\bar{r})$ is the wave function assumed to be normalized to unity. Then, the position density of the system is $\rho(\bar{r})$ $=|\Psi(\bar{r})|^{2}$ and the associated Boltzmann-Shannon information entropy in position space is defined by

$$
\begin{equation*}
S(\rho):=-\int \rho(\bar{r}) \ln \rho(\bar{r}) d \bar{r}, \tag{2}
\end{equation*}
$$

which measures the uncertainty in the spatial localization of the particle [11]. The lower this quantity is, the more concentrated is the wave function, the smaller is the uncertainty, and the higher is the accuracy in predicting the localization of the particle. Analogously, in momentum space the normalized wave function $\hat{\Psi}(\vec{p})$, which is the Fourier transform of $\Psi(\bar{r})$, and its associated Born probability density $\gamma(\vec{p})$ $=|\hat{\Psi}(\vec{p})|^{2}$ has the following information entropy:

$$
\begin{equation*}
S(\gamma):=-\int \gamma(\bar{p}) \ln \gamma(\bar{p}) d \bar{p} \tag{3}
\end{equation*}
$$

which measures the uncertainty in predicting the momentum of the particle.

These two physical entropies satisfy the inequality

$$
\begin{equation*}
S(\rho)+S(\gamma) \geqslant D(1+\ln \pi) \tag{4}
\end{equation*}
$$

which is called by entropic uncertainty relation [11-13]. It means that the total uncertainty in position and momentum cannot be decreased beyond the given value $(1+\ln \pi) D$. Nowadays it is well known that this inequality is stronger than the Heisenberg uncertainty relation; see, e.g., Ref. [11].

Most efforts have been concerned with one-dimensional systems ( $D=1$ ) whose Schrödinger equation,

$$
\begin{equation*}
-\Psi^{\prime \prime}+V(x) \Psi=E \Psi \tag{5}
\end{equation*}
$$

has a discrete spectrum of eigenvalues,

$$
\begin{equation*}
E_{0}<E_{1}<E_{2}<\cdots \tag{6}
\end{equation*}
$$

Then, the information entropy of the corresponding wave functions $\Psi_{n}(x)$ satisfying the normalization condition,

$$
\begin{equation*}
\int_{\mathbf{R}}\left|\Psi_{n}(x)\right|^{2} d x=1 \tag{7}
\end{equation*}
$$

will be denoted as

$$
\begin{equation*}
S\left(\Psi_{n}\right):=\int_{\mathbf{R}}\left|\Psi_{n}(x)\right|^{2} \ln \left|\Psi_{n}(x)\right|^{2} d x \tag{8}
\end{equation*}
$$

and similarly for the momentum-space information entropy $S\left(\hat{\Psi}_{n}\right)$ of the normalized-to-unity wave function in momentum space $\hat{\Psi}_{n}$. According to Eq. (4), the entropic uncertainty relation for this case reads as

$$
\begin{equation*}
S\left(\Psi_{n}\right)+S\left(\hat{\Psi}_{n}\right) \geqslant 1+\ln \pi, \tag{9}
\end{equation*}
$$

which indicates that the entropy sum is bounded from below by the value $2.1447 \ldots$.

Recently, it has been shown $[10,14,15$ ] that for the harmonic oscillator and Coulomb potentials, the functionals $S\left(\Psi_{n}\right)$ and $S\left(\hat{\Psi}_{n}\right)$ boil down to the integrals of certain classical orthogonal polynomials (Hermite, Laguerre, Gegenbauer) given by

$$
\begin{equation*}
S\left(p_{n}\right):=-\int p_{n}^{2}(x) \ln \left[p_{n}(x)\right]^{2} w(x) d x \tag{10}
\end{equation*}
$$

where $p_{n}(x)$ are the polynomials orthogonal with respect to the weight function $w(x)$. These entropylike integrals, which are closely related to the $L^{p}$ norm of the involved polynomials [16], cannot be expressed in a simple form, save for the class of Chebyshev polynomials (which are particular instances of Gegenbauer polynomials) [14,15]. The asymptotics of these integrals, which corresponds to the case $n \rightarrow \infty$, is of special interest for both mathematical and physical reasons. Indeed, the asymptotical behavior of the $L^{p}$ norm of classical orthogonal polynomials is under control [16]. The computation of the asymptotical values of $S\left(p_{n}\right)$ [10,17] opens the way to determine the information entropies of the highly excited (quasiclassical) states as well as to gain insight into the structure and spectroscopy of the recently produced Rydberg atoms [18].

In this paper, we shall analyze the semiclassical asymptotics of the information entropies in position and momen-
tum spaces of the wave functions of one-dimensional singleparticle systems with power-type potentials; that is, the eigenfunctions of the wave equation (5) with the potential $V(x)$ given by

$$
\begin{equation*}
V(x)=\mathcal{E}_{k} x^{2 k}, \quad x \in \mathbb{R}, \quad k \in \mathbb{N}, \quad \mathcal{E}_{k}>0 \tag{11}
\end{equation*}
$$

in the framework of the semiclassical (WKB) approximation [19,20]. These potentials, which play an important role in quantum field theory and molecular physics, include as special cases the harmonic oscillator $(k=1)$ and the square well $(k \rightarrow \infty)$. They belong to a subclass of potentials $V(x)$ with two turning points, whose position-space information entropy has been recently analyzed [21]; therein it is found a simple relation between the quantum and classical entropies in position space. With an appropriate scaling we may assume that $\mathcal{E}_{k}=1$ in what follows.

It is well known that the spectrum of these smoothly varying potentials consists of a discrete set of eigenvalues (6) for which nontrivial $L^{2}(\mathbb{R})$ solutions $\Psi_{n}$ exist. Notice, in addition, that the Fourier transform $\hat{\Psi}$ of the solution of the Schrödinger equation of these systems,

$$
\begin{equation*}
-\Psi^{\prime \prime}+x^{2 k} \Psi=E \Psi \tag{12}
\end{equation*}
$$

that is, the momentum wave function

$$
\begin{equation*}
\hat{\Psi}(p)=\frac{1}{\sqrt{2 \pi}} \int_{\mathbf{R}} \Psi(x) e^{-i x p} d x \tag{13}
\end{equation*}
$$

satisfies the equation

$$
\begin{equation*}
(-1)^{k} \hat{\Psi}^{(2 k)}+p^{2} \hat{\Psi}=E \hat{\Psi} \tag{14}
\end{equation*}
$$

We are interested in the behavior when $n \rightarrow \infty$ of the sequences of the position-space entropies $S_{n}=S\left(\Psi_{n}\right)$ and momentum-space entropies $\hat{S}_{n}=S\left(\hat{\Psi}_{n}\right)$ defined in accord with Eq. (8) for the solutions $\Psi_{n}$ and $\hat{\Psi}_{n}$ of Eqs. (12) and (14), respectively, keeping in mind the normalization condition (7) for both functions. For this purpose, we shall follow a two-step procedure that consists in estimating first the $L^{q}$ norm of the corresponding WKB solution and then using the appropriate limit to arrive at the desired asymptotics [16]. This is done in Sec. II for the position-space entropy $S_{n}$ and in Sec. III for the momentum space entropy $\hat{S}_{n}$.

It is found that both physical entropies have a logarithmic dependence on the quantum number $n$ for all the excited states of the semiclassical region. Also, as an important byproduct, the extremal cases $k=1$ (harmonic oscillator) and $k \rightarrow \infty$ (the infinite well) are considered in Sec. IV; in particular, we find the known asymptotical behavior of the position and momentum entropies of the harmonic oscillator [ $14,15,17,22$ ] and the position entropy of the infinite well [21]. The asymptotics of the momentum entropy of the infinite well potential is also found here without the requirement to any plausible and/or numerical arguments in contrast to a recent work [23]. Finally, let us point out that the asymptot-
ics of the entropy sum $S_{n}+\hat{S}_{n}$ is explicitly given for the general case as well as for the two special cases mentioned above.

## II. ASYMPTOTICS IN THE POSITION SPACE

Here the asymptotic behavior of the position-space information entropy $S_{n}=S\left(\Psi_{n}\right)$ of the WKB solutions of the Schrödinger equation (10) of the power-type potential $V(x)$ $=x^{2 k}$ is investigated in detail. For this purpose, we shall estimate first the $L^{q}$ norm of these WKB solutions.

According to the WKB quantization rule $[19,20], E_{n}$ $=E_{n}^{\mathrm{appr}}+o(1)$, where

$$
\frac{1}{\pi} \int \sqrt{E_{n}^{\mathrm{appr}}-x^{2 k}} d x=n+1 / 2, \quad n=0,1,2, \ldots
$$

and the integration is over $x \in R ; x^{2 k} \leqslant E_{n}^{\text {appr }}$. This relation becomes exact [24] as $n \rightarrow \infty$. See also Ref. [25]. It is straightforward to see that

$$
\begin{equation*}
E_{n}=x_{n}^{2 k}+o(1) \tag{15}
\end{equation*}
$$

where

$$
\begin{equation*}
x_{n}=\left(\frac{\pi k}{B\left(\frac{3}{2}, \frac{1}{2 k}\right)}(n+1 / 2)\right)^{1 /(1+k)} \tag{16}
\end{equation*}
$$

and $B(x, y)=\Gamma(x) \Gamma(y) / \Gamma(x+y)$ is the beta function.
If we denote

$$
f_{n}(x)=\sqrt{x_{n}^{2 k}-x^{2 k}}
$$

and

$$
\Phi_{n}(x)=\int_{x}^{x_{n}} f_{n}(t) d t, \quad-x_{n}<x<x_{n}
$$

then the WKB solution of Eq. (5) has the form

$$
\begin{equation*}
\Psi_{n}(x)=C_{n} \frac{\cos \left\{\Phi_{n}(x)-\pi / 4\right\}}{\sqrt{f_{n}(x)}}+o(1) \tag{17}
\end{equation*}
$$

where $C_{n}$ is a normalization constant. Let us compute the $L^{2 q}$ norm to the power $2 q$ of this function,

$$
N_{n}(q)=\int_{\mathbf{R}}\left|\Psi_{n}(x)\right|^{2 q} d x
$$

From Eq. (17) it is easy to obtain that

$$
\begin{align*}
N_{n}(q) \sim & \int_{-x_{n}}^{x_{n}}\left|C_{n} \frac{\cos \left\{\Phi_{n}(x)-\pi / 4\right\}}{\sqrt{f_{n}(x)}}\right|^{2 q} d x \\
= & 2 C_{n}^{2 q} x_{n}^{1-k q} \int_{0}^{1}\left|\cos \left[\Phi_{n}\left(x_{n} t\right)-\pi / 4\right]\right|^{2 q} \\
& \times\left(1-t^{2 k}\right)^{-q / 2} d t \tag{18}
\end{align*}
$$

where the definition of $f_{n}$ and the substitution $x \mapsto x_{n} t$ have been used. Here and below we write that $a_{n} \sim b_{n}$ when $a_{n}$ $=b_{n}[1+o(1)], n \rightarrow \infty$.

The function

$$
\varphi(t)=\frac{1}{n+1 / 2} \Phi_{n}\left(x_{n} t\right)
$$

is continuous and monotone on $t \in[0,1]$, and $\varphi(t)$ $\in[0, \pi / 2]$. Thus, the inverse function $\omega=\varphi^{-1}$ on $[0, \pi / 2]$ exists and the integral in Eq. (18) is

$$
\int_{0}^{\pi / 2}|\cos [(n+1 / 2) \varphi-\pi / 4]|^{2 q}\left[1-\omega^{2 k}(\varphi)\right]^{-q / 2}\left|\psi^{\prime}(\varphi)\right| d \varphi
$$

We can use the analog of the Fejer's lemma, established in Lemma 2.1 of Ref. [16], by which this integral tends to

$$
\int_{0}^{\pi / 2}|\cos \varphi|^{2 q} d \varphi \frac{2}{\pi} \int_{0}^{1}\left(1-t^{2 k}\right)^{-q / 2} d t
$$

Thus, by Eq. (18),

$$
N_{n}(q) \sim \frac{x_{n}}{\pi k}\left\{C_{n}^{2} x_{n}^{-k}\right\}^{q} N^{*}(q)
$$

where

$$
\begin{equation*}
N^{*}(q)=B\left(q+\frac{1}{2}, \frac{1}{2}\right) B\left(1-\frac{q}{2}, \frac{1}{2 k}\right) . \tag{19}
\end{equation*}
$$

Taking $q=1$ and keeping in mind that $N_{n}(1)=1$, we get

$$
1 \sim \frac{B(1 / 2,1 /(2 k))}{2 k} x_{n}^{1-k} C_{n}^{2}
$$

from where the asymptotics of $C_{n}$ follows. Finally, we arrive at

$$
\begin{equation*}
N_{n}(q) \sim \frac{x_{n}}{\pi k}\left\{\frac{2 k}{x_{n}} \frac{1}{B(1 / 2,1 /(2 k))}\right\}^{q} N^{*}(q) \tag{20}
\end{equation*}
$$

It is known and easy to verify that the entropy $S_{n}$ is related [16] to the norm $N_{n}(q)$ by

$$
S_{n}=S\left(\Psi_{n}\right)=-\left.\frac{\partial}{\partial q} N_{n}(q)\right|_{q=1}=-\left.\frac{\partial}{\partial q} \ln N_{n}(q)\right|_{q=1}
$$

Thus,

$$
-S_{n}=\ln \left\{\frac{2 k}{x_{n}} \frac{1}{B(1 / 2,1 /(2 k))}\right\}+\chi+o(1)
$$

where

$$
\chi=\left.\frac{\partial}{\partial q} \ln N^{*}(q)\right|_{q=1} .
$$

We have

$$
\begin{aligned}
\chi= & \left\{\left[\psi\left(q+\frac{1}{2}\right)-\psi(q+1)\right]\right. \\
& \left.+\frac{1}{2}\left[\psi\left(1+\frac{1}{2 k}-\frac{q}{2}\right)-\psi\left(1-\frac{q}{2}\right)\right]\right\}\left.\right|_{q=1} \\
= & \frac{1}{2}\left[\psi\left(\frac{1}{2}+\frac{1}{2 k}\right)-\psi\left(\frac{1}{2}\right)\right]-\left[\psi(2)-\psi\left(\frac{3}{2}\right)\right],
\end{aligned}
$$

where $\psi(x)=\Gamma^{\prime}(x) / \Gamma(x)$ is the digamma function. With account of Eq. (16),

$$
\begin{aligned}
S_{n}= & \frac{1}{1+k} \ln (2 n)-\frac{1}{2} \frac{1}{1+k} \ln \mathcal{E}_{k}+\frac{k}{1+k} \ln \frac{B(1 / 2,1 /(2 k))}{2 k} \\
& +\frac{1}{1+k} \ln \left(\frac{\pi}{4} \frac{k+1}{k}\right)-\chi+o(1) .
\end{aligned}
$$

Since $\psi(2)-\psi(3 / 2)=2 \ln 2-1$, we finally obtain the following asymptotics for the position-space entropy of a single-particle system submitted to the potential $V(x)=x^{2 k}$, $k \in \mathbb{N}$,

$$
\begin{equation*}
S_{n}=\frac{1}{1+k} \ln (2 n)+\sigma_{k}+o(1), \quad n \rightarrow \infty \tag{21}
\end{equation*}
$$

where

$$
\begin{align*}
\sigma_{k}= & \frac{k}{1+k} \ln \left\{\frac{1}{2 k} B(1 / 2,1 /(2 k))\right\}+\frac{1}{1+k} \ln \left(\frac{\pi}{4} \frac{k+1}{k}\right)+2 \ln 2 \\
& -1-\frac{1}{2}\left[\psi\left(\frac{1}{2}+\frac{1}{2 k}\right)-\psi\left(\frac{1}{2}\right)\right] . \tag{22}
\end{align*}
$$

## III. ASYMPTOTICS IN THE MOMENTUM SPACE

Here, we shall discuss in detail the asymptotics of the momentum-space information entropy of the WKB momentum wave functions of single-particle system with the powertype potential $V(x)=x^{2 k}, k \in \mathbb{N}$. Once again, we use the WKB method, looking for the solution in the form

$$
\hat{\Psi}(p)=A(p) e^{i S(p)}
$$

Direct substitution yields that in the first approximation,

$$
\begin{gathered}
\left(S^{\prime}\right)^{2 k}=E-p^{2} \\
\frac{A^{\prime}}{A}=-\frac{2 k-1}{2} \frac{S^{\prime \prime}}{S^{\prime}}
\end{gathered}
$$

Thus,

$$
S^{\prime}(p)=\left(E-p^{2}\right)^{1 / 2 k}, \quad A(p)=\left(E-p^{2}\right)^{-(2 k-1) / 4 k}
$$

Denote

$$
g_{n}(p)=\left(E_{n}-p^{2}\right)^{1 / 2 k}, \quad p_{n}=\sqrt{E_{n}}
$$

Then the oscillating part of $\hat{\Psi}$ is

$$
\hat{\Psi}_{n}(p)=C_{n} \frac{\cos \left\{\Phi_{n}(p)-\pi / 4\right\}}{g_{n}(p)^{(2 k-1) / 2}}+o(1)
$$

where

$$
\Phi_{n}(p)=\int_{p}^{p_{n}} g_{n}(t) d t
$$

The eigenvalue $E_{n}$ is obtained from the Bohr-Sommerfeld quantization rule,

$$
\int_{0}^{E_{n}} g_{n}(t) d t=\frac{\pi}{2}\left(n+\frac{1}{2}\right)
$$

so that

$$
E_{n}=\left(\frac{\pi(n+1 / 2)}{B\left(\frac{1}{2 k}+1, \frac{1}{2}\right)}\right)^{2 k /(1+k)}+o(1)
$$

which agrees with Eq. (15). Now we estimate the norm

$$
\begin{aligned}
N_{n}(q) & =\int_{\mathbf{R}}\left|\hat{\Psi}_{n}(p)\right|^{2 q} d p \\
& \sim \int_{-p_{n}}^{p_{n}}\left|C_{n} \frac{\cos \left\{\Phi_{n}(p)-\pi / 4\right\}}{\left(p_{n}^{2}-p^{2}\right)^{(2 k-1) /(4 k)}}\right|^{2 q} d p .
\end{aligned}
$$

Proceeding as in Eq. (18) we get

$$
\begin{equation*}
N_{n}(q) \sim 2 C_{n}^{2 q} p_{n}^{1-q(2 k-1) / k} \Theta_{n}(q) \tag{23}
\end{equation*}
$$

with

$$
\begin{aligned}
\Theta_{n}(q)= & \int_{0}^{1}\left|\cos \left[\Phi_{n}\left(p_{n} t\right)-\pi / 4\right]\right|^{2 q}\left(1-t^{2}\right)^{-q(2 k-1) /(2 k)} d t \\
= & \int_{0}^{\pi / 2}|\cos [(n+1 / 2) \omega-\pi / 4]|^{2 q} \\
& \times\left[1-t^{2}(\omega)\right]^{-q(2 k-1) /(2 k)}\left|t^{\prime}(\omega)\right| d \omega
\end{aligned}
$$

where the substitution $\omega=\Phi_{n}\left(p_{n} t\right) /(n+1 / 2)$ has been used. Again, by Lemma 2.1 in Ref. [6], the last integral tends to

$$
\begin{aligned}
& \int_{0}^{\pi / 2}|\cos \omega|^{2 q} d \omega \frac{2}{\pi} \int_{0}^{1}\left(1-t^{2}\right)^{-q(2 k-1) /(2 k)} d t \\
& \quad=\frac{1}{2 \pi} B\left(q+\frac{1}{2}, \frac{1}{2}\right) B\left(1-q \frac{2 k-1}{2 k}, \frac{1}{2}\right)
\end{aligned}
$$

Thus,

$$
\begin{aligned}
N_{n}(q) \sim & \frac{1}{\pi} C_{n}^{2 q} p_{n}^{1-q(2 k-1) / k} B\left(q+\frac{1}{2}, \frac{1}{2}\right) \\
& \times B\left(1-q \frac{2 k-1}{2 k}, \frac{1}{2}\right) .
\end{aligned}
$$

Using the normalization condition $N_{n}(1)=1$, we obtain as above the asymptotics for $C_{n}$,

$$
C_{n} \sim \frac{2 p_{n}^{(k-1) / k}}{B\left(\frac{1}{2 k}, \frac{1}{2}\right)}
$$

Finally,

$$
\begin{aligned}
N_{n}(q) \sim & \frac{1}{\pi}\left\{\frac{2}{B\left(\frac{1}{2 k}, \frac{1}{2}\right)}\right\}^{q} p_{n}^{1-q} B\left(q+\frac{1}{2}, \frac{1}{2}\right) \\
& \times B\left(1-q \frac{2 k-1}{2 k}, \frac{1}{2}\right) .
\end{aligned}
$$

It remains to recall that

$$
\hat{S}_{n}=S\left(\hat{\Psi}_{n}\right)=-\left.\frac{\partial}{\partial q} \ln N_{n}(q)\right|_{q=1}
$$

from where it is straightforward to obtain the asymptotics for the entropy in the momentum space,

$$
\begin{align*}
\hat{S}_{n}= & \frac{k}{1+k} \ln (2 n)+\frac{1}{1+k} \ln \left\{2 B\left(\frac{1}{2 k}, \frac{1}{2}\right)\right\} \\
& +\frac{k}{1+k} \ln [(k+1) \pi]-1 \\
& +\frac{2 k-1}{2 k}\left[\psi\left(\frac{1}{2 k}\right)-\psi\left(\frac{1}{2 k}+\frac{1}{2}\right)\right]+o(1) \tag{24}
\end{align*}
$$

Finally, we can gather the results (21) and (24) in order to find the following estimate for the entropy sum $S\left(\Psi_{n}\right)$ $+S\left(\hat{\Psi}_{n}\right)$ :

$$
\begin{align*}
S\left(\Psi_{n}\right)+S\left(\hat{\Psi}_{n}\right)= & \ln (2 n)-2-\frac{\gamma}{2}+\ln \left\{\pi \frac{k+1}{k} B\left(\frac{1}{2 k}, \frac{1}{2}\right)\right\} \\
& +\left(1-\frac{1}{2 k}\right) \psi\left(\frac{1}{2 k}\right)-\left(\frac{3}{2}-\frac{1}{2 k}\right) \psi\left(\frac{1}{2 k}+\frac{1}{2}\right) \\
& +o(1), \tag{25}
\end{align*}
$$

(where $\gamma=0.5772 \ldots$ is the Euler's constant) which certainly fulfils the entropic uncertainty relation (9).

We notice that both position-space and momentum-space entropies as well as their sum increase logarithmically with the quantum number $n$ of the state. The latter is most interesting because of the invariance property of the entropy sum under uniform scaling of the coordinates. Our results show
that the level ordering of the power-type potentials is exactly identical for the entropy sum and the single-particle energy.

## IV. SPECIAL CASES: HARMONIC OSCILLATOR AND INFINITE WELL

In this section we particularize the preceding results for the extremal cases: the harmonic oscillator $(k=1)$ and the infinite well $(k \rightarrow \infty)$.

For the harmonic oscillator, one obtains from Eqs. (21) and (24) that both entropies $S\left(\Psi_{n}\right)$ and $S\left(\hat{\Psi}_{n}\right)$ asymptotically behave as

$$
\begin{equation*}
\frac{1}{2} \ln (2 n)+\ln \pi-1 \tag{26}
\end{equation*}
$$

so that its sum is given by

$$
\begin{equation*}
S\left(\Psi_{n}\right)+S\left(\hat{\Psi}_{n}\right) \sim \ln (2 n)-2+2 \ln \pi \tag{27}
\end{equation*}
$$

for high values of the quantum number $n$. These results were previously calculated by use of the entropylike integrals of Hermite polynomials $[14,15,17]$ and by the WKB approximation applied to a general one-dimensional potential with two turning points [21]; see also Ref. [22].

Let us now consider the infinite well potential. In this case, the potential $V(x)$ in Eq. (5) becomes

$$
V(x)=\left\{\begin{array}{ccc}
0 & \text { if } & |x|<1  \tag{28}\\
+\infty & \text { if } & |x|>1
\end{array}\right.
$$

Now Eq. (5) describes the motion of a particle confined to an infinite potential well,

$$
-\Psi^{\prime \prime}(x)=E \Psi(x), \quad|x| \leqslant 1, \quad \Psi( \pm 1)=0
$$

The solution of this problem is well known,

$$
E_{n}=\left(\frac{\pi n}{2}\right)^{2}, \quad n \in \mathbb{N}
$$

and

$$
\Psi_{n}(x)= \begin{cases}\cos \left(\frac{\pi n x}{2}\right) & \text { if } n \text { is odd }  \tag{29}\\ \sin \left(\frac{\pi n x}{2}\right) & \text { if } n \text { is even. }\end{cases}
$$

The corresponding entropy is also easily computed; for $n$ even,

$$
\begin{aligned}
S\left(\Psi_{n}\right)= & -\int_{-1}^{1} \sin ^{2}(\pi n x) \ln \left[\sin ^{2}(\pi n x)\right] d x \\
= & -\frac{2}{\pi} \int_{0}^{\pi} \sin ^{2} \varphi \ln \left(\sin ^{2} \varphi\right) d \varphi \\
= & -\frac{2}{\pi}\left\{-\frac{\pi}{2} \ln 4+\frac{1}{2 i} \oint_{|z|=1}\right. \\
& \left.\times\left(1-\frac{z}{2}-\frac{1}{2 z}\right) \ln (1-z) \frac{d z}{z}\right\} \\
= & -\frac{2}{\pi}\left\{-\frac{\pi}{2} \ln 4+\frac{\pi}{2}\right\} \\
= & 2 \ln 2-1 .
\end{aligned}
$$

The same result is obtained for the odd values of $n$. Then, the position-space entropy of a particle submitted to an infinite well potential does not depend on the quantum number $n$; that is, it has the same value for all quantum states of the system as already shown [21,26]. Therein, it is shown that this quantity is given by

$$
\begin{equation*}
S\left(\Psi_{n}\right)=\ln (4 a)-1 \tag{30}
\end{equation*}
$$

for an infinite well potential defined on the interval $-a \leqslant x$ $\leqslant a$.

We should point out that the entropy for the infinite well case cannot be computed taking formal limit in formulas (21) and (24), because there the $o(1)$ term actually depends on $k$. Nevertheless, it is interesting to observe that the constant term $\sigma_{k}$ in Eq. (22) tends to $2 \ln 2-1$ as $k \rightarrow+\infty$, giving the right answer in the position space.

In the momentum space the wave functions are also well known. Indeed, taking the Fourier transform of Eq. (29) we obtain that

$$
\begin{aligned}
& \hat{\Psi}_{n}(p) \\
& \quad= \begin{cases}(-1)^{(n+1) / 2} \sqrt{2 \pi} \frac{n / 2}{p^{2}-\pi^{2} n^{2} / 4} \cos p & \text { if } n \text { is odd } \\
\frac{(-1)^{n / 2}}{i} \sqrt{2 \pi} \frac{n / 2}{p^{2}-\pi^{2} n^{2} / 4} \sin p & \text { if } n \text { is even. }\end{cases}
\end{aligned}
$$

The entropy in the momentum space for even $n$ (the same result is obtained for the odd values of $n$ ) is

$$
\begin{aligned}
S\left(\hat{\Psi}_{2 n}\right) & =-\int_{\mathbf{R}}\left|\hat{\Psi}_{2 n}(p)\right|^{2} \ln \left|\hat{\Psi}_{2 n}(p)\right|^{2} d p \\
& =-\int_{\mathbf{R}} \mathcal{F}_{n}(x) \ln \left(\frac{1}{\pi n} \mathcal{F}_{n}(x)\right) d x
\end{aligned}
$$

where the Fejer-type kernel

$$
\mathcal{F}_{n}(x)=\frac{2}{\pi^{2} n} \frac{\sin ^{2}(\pi n x)}{\left(x^{2}-1\right)^{2}}
$$

tends to the half sum of Dirac deltas at $x= \pm 1$. Hence, the momentum-space entropy of a particle in the infinite well potential on the interval $-1 \leqslant x \leqslant 1$ has the value

$$
\begin{equation*}
S\left(\hat{\Psi}_{n}\right)=\ln (2 \pi)+o(1) . \tag{31}
\end{equation*}
$$

Notice that the result (31) is not recovered by a formal limit $k \rightarrow \infty$ in Eq. (24). For completeness, let us mention that the recent computation of this quantity by Majernik et al. [23] uses an interchange of the order of operations limit and integration [see Eq. (17), p. 2212 of Ref. [23]). As the authors recognize, this is not justified for their integral with Fejertype kernel and variable limits of integration; in fact, this procedure leads to a wrong value of the entropy.

Finally, let us remark that the entropy sum for the infinite well is

$$
S\left(\Psi_{n}\right)+S\left(\hat{\Psi}_{n}\right) \sim 3 \ln 2-1+\ln \pi \geqslant 1+\ln \pi
$$

in compliance with the entropic uncertainty relationship (9) which is valid for any wave function of one-dimensional systems.

## V. SUMMARY, OPEN PROBLEMS, AND CONCLUSION

We have calculated the position and momentum information entropies for the highly excited states of the power-type potential $V(x)=x^{2 k}$ with integer $k$ by means of the semiclassical (WKB) approximation. Our results show that the position entropy grows as $(k+1)^{-1} \ln n$ and the momentum entropy increases as $k(k+1)^{-1} \ln n$ when the quantum number $n$ characterizing the state tends to infinity. Since the entropy sum is invariant under uniform scaling of the single-particle coordinates, it is most interesting to realize that this quantity, which has the net information content of the system, also increases logarithmically as the quantum number grows. As a consequence, the ordering of the quantum levels is exactly identical for the entropy sum and the single-particle energy. This property of the entropy sum is shared by other physical systems of different dimensionalities such as the twodimensional harmonic oscillator [27] and circular membrane [28], and the neutral atoms [29,30]. Then, our results support the idea to develop a new maximum entropy procedure based on the maximization of the entropy sum subject to some known position and momentum constraints, which would extend the Jaynes' maximum entropy method to the case involving constraints in the two complementary spaces. This procedure has been already proposed [31], but still remains largely unexplored.

It is well known that the entropic uncertainty relation (4) is stronger than the Heisenberg uncertainty relation [11], which is closely connected to the fact that the entropic measure of dispersion expresses more adequately the intuitive concept of uncertainty than the variance [32]. Nevertheless, it would be an interesting open problen to calculate the Heisenberg position and momentum uncertainties $\Delta x$ and
$\Delta p$, and to contrast their behaviors with the aforementioned logarithmic growth of the information entropy in corresponding spaces. On the other hand, we are still looking for a measure that allows us to explain the qualitative property of increasing concentration of the wave function on classical periodic orbits as excitation grows. Which is the measure of concentration which decreases as the quantum number $n$ grows? Might Fisher's measure be a good candidate?

Finally, as a subproduct, we have found the aforementioned entropic quantities for the harmonic oscillator which had been previously calculated by other means [14,15,17,21,22], which confirms our results at the extreme case $k=1$. In addition, we have determined for the infinite well potential (case $k \rightarrow \infty$ ) not only the position entropy, producing the previously known value $[21,26]$ but also the
momentum entropy which up to now was not rigorously known in spite of some efforts based on some plausible and/or numerical arguments [23]. Needless to say, that the entropy sum (which is a joint measure of the positionmomentum uncertainty) fulfills the entropic uncertainty relationship (9) for all the systems considered in this work, what is a further check of our calculations.
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