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Resumen

Durante los últimos años, las políticas energéticas destinadas a incrementar la eficiencia en
los procesos de producción, transporte y consumo han conducido a enfoques basados en la
descentralización de los mismos y la combinación de diferentes tipos de energía, con el propósito
de beneficiarse del uso de los recursos e infraestructura disponibles a escala local de una forma
sinérgica. En consecuencia, se espera que las energías renovables jueguen un papel clave dada su
relevancia en la generación distribuida, bien para redes puramente eléctricas o bien para sistemas
combinados de energía. Sin embargo, debido a su naturaleza intermitente, muchas requieren el
uso de sistemas de almacenamiento, una infraestructura flexible, y estrategias de gestión que
desacoplen la generación de la demanda, a fin de resultar económicamente viables.

En este sentido, el control predictivo basado en modelo ha propiciado muchos de los últimos
desarrollos por su capacidad para lidiar con los objetivos operacionales (criterios económicos o
medioambientales para la toma de decisiones a lo largo del tiempo) de sistemas que incluyen
múltiples vectores energéticos, a la par que respeta las diferentes restricciones legales, técnicas y
políticas de las instalaciones involucradas. Esta tesis presenta varias aportaciones a dicho campo
del conocimiento, todas ellas alrededor de la formulación de un marco de modelado genérico de
amplia aplicabilidad mediante el que representar sistemas de diversa naturaleza, complejidad,
escala de tiempo y topología. Dicha formulación tiene por objetivo la complementación de
modelos previos para incluir la posibilidad de definir de forma más precisa determinados
procesos, como la venta de recursos de salida o la adición de cargas relacionadas con el estado de
funcionamiento de ciertos dispositivos, y reducir el número de variables de decisión requeridas
para modelar concentradores de energía de cierta complejidad. La posterior formalización
del problema de optimización, a partir del marco de modelado desarrollado, requiere de la
aplicación de control predictivo basado en modelo o estrategias de programación para la gestión
de energía/recursos. Aunque la función objetivo del problema de optimización planteado en
esta tesis únicamente considera aspectos económicos relativos al intercambio de recursos, no se
imponen restricciones particulares sobre la misma, que bien podría seleccionarse de acuerdo con
otros criterios (ambientales, energéticos...). Todo esto ha conducido al diseño de una prometedora
librería de funciones con el objetivo de facilitar la implementación de estos problemas de control
o reparto, considerando los principales inconvenientes de los paquetes alternativos.
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Resumen

La utilidad de los hitos anteriores se demuestra mediante un caso de estudio inspirado en
las instalaciones correspondientes a los dos proyectos de investigación en los que el estudiante
doctoral ha participado durante su formación. Para ilustrar con una aplicación real e interesante,
sin pérdida de generalidad, se considera la situación legal en España entre 2015 y 2018 con-
cerniente al autoconsumo, en la que las ventas a la red se permiten a precio de subasta y tanto
la energía autoconsumida como la vertida a la red están gravadas. Esto condiciona la progra-
mación operacional, que se determina atendiendo a criterios económicos y considerando las
variaciones en el precio de la electricidad a lo largo del día, de acuerdo con los datos publicados
en tiempo real por el operador de mercado. Las simulaciones llevadas a cabo requerían, de
antemano, estimar y validar un modelo de producción energética para los equipos fotovoltaicos,
así como la combinación, limpieza y sincronización las bases de datos de las instalaciones. Los
resultados obtenidos son coherentes con respecto al comportamiento intuitivamente esperado del
controlador atendiendo al objetivo económico, lo cual valida el enfoque de modelado propuesto.
Además, la herramienta será útil en la evaluación de prueba, en el estudio de estrategias de gestión
de recursos con diferentes conjuntos de datos reales y, debido a su concepción como herramienta
flexible, en entornos industriales, comerciales y domésticos. Por todas las razones anteriores, se
espera que el trabajo presentado en esta tesis sea de interés al grueso de la comunidad científica.

Las reflexiones de esta tesis concluyen que el trabajo futuro debería enfocarse en añadir
capacidades al marco de modelado propuesto con el fin de representar determinados procesos
particulares; en desarrollar modelos precisos para los sistemas de conversión o almacenamiento
y las redes de transporte; en caracterizar la incertidumbre y formular, en concordancia, esquemas
de control probabilísticos; y en implementar estas características en la librería desarrollada, bien
en su forma actual o considerando otros paradigmas de programación y su integración dentro de
los denominados sistemas ciber-físicos.

Palabras clave: concentradores de energía, sistemas multi-energía, producción distribuida,
control predictivo basado en modelo, programación lineal en enteros mixta, optimizacióin deter-
minista, reparto económico, distritos agroindustriales, generación fotovoltaica, autoconsumo,
MATLAB®, Simulink®.
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Abstract

Over the last few years, energy policies aimed at increasing efficiencies in production,
transportation, consumption and storage processes have led to approaches based on decentralising
these processes and combining different kinds of energy to benefit from the use of available local
resources and infrastructure in a synergistic way. Consequently, renewable energies are expected
to play a key role given their relevance in distributed generation either for purely electrical power
networks or combined energy systems. However, owing to their intermittent nature, many require
the use of storage devices, a flexible infrastructure, and management strategies that decouple
generation from demand in order to be economically viable.

In this regard, model predictive control has pushed forward many of the latest developments
because of its capability to cope with the operational objectives (economic and/or environmental
criteria for making decisions over time) of systems that include multiple energy carriers, whilst
respecting the several legal, technical, and political constraints of the facilities involved. This
thesis presents various contributions to that field of knowledge, all around the formulation of
a widely applicable generic modelling framework for representing systems of diverse nature,
complexity, timescale, and topology. The formulation is aimed at complementing previous
models in order to include the possibility of defining more accurately certain processes, such
as selling output resources and adding loads related to the operating state (on/off) of certain
devices, and to reduce the number of decision variables for modelling complex energy hubs. The
subsequent formalisation of the optimisation problem, from the developed modelling framework,
requires applying model predictive control or scheduling strategies for energy/resource manage-
ment. Even though the objective function of the optimisation problem posed in this thesis only
considers economic aspects regarding the trade of resources, no restrictions are placed on the
particular objective function, which could be selected according to other criteria (environment,
energetic resources...). All that has led to devise a promising software library aimed at easing
the implementation of this control or dispatch problems, considering the main drawbacks of the
alternative packages.

The utility of the above milestones is demonstrated by means of a case study inspired in
the facilities corresponding to the two research projects in which the doctoral student has been
participating during his tuition. To provide a real and captivating application for the developed
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Abstract

approach, without loss of generality, the legal situation in Spain concerning self-consumption
between 2015 and 2018 has been considered, in which sales to the grid are allowed at the pool
price and both the self-consumed energy and that injected to the grid are taxed. This conditions
the operational scheduling, which is determined attending to economic criteria and considering
the variations in the electricity price throughout the day according to the real-time data published
by the market operator. The performed simulations required, in advance, to estimate and validate
an energy production model for the photovoltaic equipment and the combination, cleansing, and
synchronisation of the databases of the facilities. The results obtained are coherent with respect
to the intuitively expected behaviour of the controller regarding the economic objective, which
validates the proposed modelling approach. In addition, the tool will be useful in assessing
multiple “what-if” scenarios and studying resource management strategies with different sets
of real data and, because of its conception as a flexible tool, in industrial, commercial, or home
environments. For all the above reasons, it is hoped that the work presented in this thesis will be
of interest to the wider scientific community.

The final reflections of this thesis conclude that future work should focus on adding capabilities
to the proposed modelling framework in order to represent certain particular processes, develop-
ing precise models for conversion/storage devices and transportation networks, characterising
uncertainty and formulating probabilistic control schemes accordingly, and implementing these
features in the developed library, either in its current form or considering other programming
paradigms and its integration within the so-called cyber-physical systems.

Keywords: energy hubs, multi-energy systems, distributed production, model predictive con-
trol, mixed-integer linear programming, deterministic optimisation, economic dispatch, agro-
industrial districts, photovoltaic generation, self-consumption, MATLAB®, Simulink®.
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Nomenclature

Chapters 4, 6 and 7

Latin
symbols Units Description

C Multiple units No ×Np coupling matrix
C Multiple units Element of C
Cch - No ×No diagonal matrix of charge efficiencies
Cch - Element of Cch

Cdi Multiple units Ndi×Np device coupling matrix (referred to their
inputs)

Cdi Multiple units Element of Cdi

Cdis - No×No diagonal matrix of discharge efficiencies
Cdis - Element of Cdis

Cdo Multiple units Ndo×Np device coupling matrix (referred to their
outputs)

Cdo Multiple units Element of Cdo

Ci - Ni ×Np input coupling matrix
Ci - Element of Ci

Cs - No×No diagonal matrix of resource degradation
Cs - Element of Cs

c Multiple units 1×Ni vector containing the price of each input
of the energy hub

c Multiple units Element of c

Di Multiple units Ndi × 1 vector of devices’ flows (referred to their
inputs)
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Nomenclature

Di Multiple units Element of Di

Do Multiple units Ndo × 1 vector of devices’ flows (referred to their
outputs)

Do Multiple units Element of Do

H - Length (in samples) of the control horizon
H - Set of Nh networked energy hubs
h, h′ - Energy hub in H
I Multiple units Ni × 1 vector of input flows
I Multiple units Element of I
k - Discrete time instant

Nd - Number of conversion devices of the energy
hub

Ndi - Number of input flows of all the conversion de-
vices that form the energy hub

Ndo - Number of output flows of all the conversion
devices that form the energy hub

Nh,h′ - No(h)× 1 vector of exported flows from h to h′

Nh′,h - Ni(h)× 1 vector of imported flows from h′ to h

Nh - Number of energy hubs
Ni - Number of input flows of the energy hub
No - Number of output flows of the energy hub

Np - Number of paths between inputs and outputs
of the energy hub

T min Sample time
t min Continuous time instant
M Multiple units No × 1 vector of market sales flows
M Multiple units Element of M
O Multiple units No × 1 vector of output flows
O Multiple units Element of O

P Multiple units Np × 1 vector of flows between inputs and out-
puts or “path vector”

P Multiple units Element of P
pE AC/kWh Local supply company tariff prices

pES AC/MWh
Electricity prices from daily and intraday mar-
kets

pPV AC/kWh
Variable charges over the 3.0A access fee for
the self-consumed energy

Qch Multiple units No × 1 vector of charge flows
Qch Multiple units Element of Qch

Qdis Multiple units No × 1 vector of discharge flows
Qdis Multiple units Element of Qdis
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Nomenclature

S Multiple units No × 1 vector of stored resources
S Multiple units Element of S

s Multiple units 1 × No vector containing the price of sold re-
sources

s Multiple units Element of s

Greek
symbols Units Description

δ - Binary matrix
δ - Binary variable

δch - No × No binary diagonal matrix of charge flow
activation

δch - Element of δch

δDi
- Ndi×Ndi binary diagonal matrix of devices’ flow

activation (referred to their inputs)
δDi

- Element of δDi

δDo - Ndo×Ndo binary diagonal matrix of devices’ flow
activation (referred to their outputs)

δDo - Element of δDo

δdis - No×No binary diagonal matrix of discharge flow
activation

δdis - Element of δdis

δI - Ni ×Ni binary diagonal matrix of input flow ac-
tivation

δI - Element of δI

δO - No×No binary diagonal matrix of output activa-
tion

δO - Element of δO

δM - No ×No binary diagonal matrix of market sales
flow activation

δM - Element of δM
η - Efficiency

κ - Constant of proportionality that relates the pro-
duction of a device to its demand

Other
symbols Units Description

1 - Identity matrix
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Nomenclature

Sub-
scripts Units Description

ch - Charge

d,D - Device

di - Device input

do - Device output

dis - Discharge

h,h′ - energy hub in H
i,I - Input

m,M - Market

o,O - Output

p,P - Path

s,S - Storage

1...n - Position/number of a element in a vector or
matrix (row, column)

Super-
scripts Units Description

max - Upper limit of a vector
min - Lower limit of a vector
(1...n...m) - Different elements of a set

Chapter 5

Latin
symbols Units Description

Ac m2 Total area of the array c
Am m2 Area of the module
a V Modified ideality factor of the diode
B - Relative day for the Equation of Time

Cpv -
Gross efficiency of the field that will be an ele-
ment the coupling matrices presented in Chap-
ter 4

CT,Eg
◦C -1 Fitting coefficient (0,0002677 ◦C -1 for silicon)

Dmax
i,pv kW

Upper limit of the flow (solar radiation) entering
the device (field) which will be an element of
the Dmax

i vector (see Chapter 4)
DoY - Day of the year (from 1 to 365 or 366)
DST h Offset due to daylight saving time
Eg eV Material bandgap energy
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Nomenclature

Eg,st eV
Material bandgap energy at standard condi-
tions (1.12 eV for silicon)

EoT s
Result of evaluating the so-called Equation of
Time

F - Set of arrays that form the photovoltaic field

feV J/eV
Conversion factor from electron-volts to joules
(1.602 · 10-19 J/eV )

G kW/m2 Global horizontal irradiance (GHI), sum of Gb

and Gd

Gb kW/m2 Beam horizontal irradiance (BHI)
Gbn kW/m2 Direct normal irradiance (DNI)
Gd kW/m2 Diffuse horizontal irradiance (DHI)
GNOCT W/m2 Irradiance at NOCT conditions (800 W/m2)
Gst W/m2 Irradiance at standard conditions (1000 W/m2)
GT kW/m2 Incident solar irradiance on a tilted surface
hs h Solar time
ho h Official time
I A Current generated by the module
IL A Light current

Impp A
Current generated by the module at maximum
power point

Io A Diode reverse saturation current
Isc A Short-circuit current
k - Discrete time instant
kB J/K Boltzmann constant (1.381 · 10-23 J/K)
ME Multiple units Mean error

Nc - Number of arrays that form the photovoltaic
field

Npa - Number of modules connected in parallel
NRMSE % Normalised root-mean-square error
Ns - Number of cells of the module
Nse - Number of modules connected in series

nd - Ideality factor of the diode (as provided by the
PV Array MATLAB®’s block)

ndays - Total number of days of the year (365 or 366,
depending on if it is a leap year or not)

Pc,ac kW AC power supplied to the grid by the array c
Pc,ac(j) kW AC power produced by the array c at instant j

P̂c,ac(j) kW
Estimate of the AC power produced by the ar-
ray c at instant j

Pc,dc kW DC input power to the inverter of the array c
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Nomenclature

Pinv,ac kW
AC output power from the inverter of the array
c

Pinv,ac,r kW
Nominal AC output power from the inverter of
the array c

Pinv,dc,r kW
Nominal DC input power to the inverter of the
array c

q C Electronic charge (1.602 · 10-19 C)
R2 - Coefficient of determination

Rb -
Ratio of beam radiation on a tilted plane to that
on the plane of measurement (usually horizon-
tal)

Rs Ω Series resistance
Rsh Ω Shunt resistance
ST W/m2 Effective irradiance absorbed by the module

ST,st W/m2 Effective irradiance absorbed by the module at
standard conditions

T min Sample time
t min Continuous time instant
Ta

◦C Ambient temperature

Ta,NOCT
◦C

Ambient temperature at NOCT conditions (20
◦C)

Tm
◦C Temperature of the module

Tm,NOCT
◦C Temperature of the module at NOCT conditions

Tm,st
◦C

Temperature of the module at standard condi-
tions (25 ◦C)

V V Voltage of the module
Vc,dc V DC input voltage to the inverter of the array c
Vmpp V Voltage of the module at maximum power point
Voc V Off-load voltage

Greek
symbols Units Description

β ◦ Slope angle of the modules

γ ◦
Surface azimuth angle or deviation between
the orientation of the field and the south (east
negative and west positive)

δ ◦
Declination of the sun, which measures the dis-
placement of the sun due to translation of the
earth

ηc,ac - Transmission efficiency from the inverter to the
point of supply of the array c
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Nomenclature

ηc,inv - Efficiency of the inverter connected to the array
c

ηc,mpp - Maximum power point efficiency of the of the
array c

θ ◦ Angle of incidence

θz
◦ Zenith angle (angle of incidence on a horizontal

surface, when β = 0◦)
µV,oc %/◦C Temperature coefficient for Voc
µI,sc %/◦C Temperature coefficient for Isc
ρg - Ground reflectance (assumed to be of 0.1)

φ ◦ Latitude where the field is located (south nega-
tive and north positive)

ψ ◦ Longitude where the field is located (from 0 to
360 degrees west)

ψref
◦ Longitude of the standard meridian for the local

time zone (from 0 to 360 degrees west)

ω ◦ Hour angle, which measures the displacement
of the sun due to rotation of the earth

Sub-
scripts Units Description

ac - Alternating current

c - Array of the photovoltaic field

dc - Direct current

inv - Inverter

m - Module

mpp - Maximum power point

NOCT -
Normal operating cell temperature (NOCT)
(GNOCT = 800 W/m2, Ta,NOCT = 20 ◦C, and wind
speed of 1 m/s)

oc - Open circuit

sc - Short-circuit

st - Standard conditions (Gst = 1000 W/m2, Tc,st =
25 ◦C)

r - Nominal value
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1. Introduction

Chapter Summary
In this introductory chapter, Section 1.1 offers a brief description of the current concerns in

the environmental panorama and their impact on energy policies, which bolster the need for
more research and constitute incentives for this thesis. Sections 1.2 and 1.3 present its general
layout, including the research objectives and context, and Sections 1.4–1.6 contain the personal
and scientific achievements derived from the same one. Finally, Section 1.7 sketches out the rest
of the chapters.

1.1 Background and Motivation
Nowadays science is more concerned than ever with giving solutions to some of humanity’s

most complex challenges, such as climate change. In spite of the scepticism that still remains
about it, there exists scientific evidence, and a broad consensus, on anthropogenic climate change
and its repercussions for both the environment and our societies [1]. The drivers of climate
change alter the energetic balance in the earth, can have a natural or anthropogenic origin and
are quantified in terms of “radiative forcings”, which lead to a near-surface warming when larger
than zero (mainly as a result of greenhouse gases) [2]. Although the worldwide impact is difficult
to measure because it affects directly and indirectly both natural and human systems, some of
the most immediate metrics, related to weather conditions, can provide a snapshot of the state at
a particular place when historical data are taken into account. In this regard, Figure 1.1 ranks
the nationwide situation in Europe from zero (less affected) to a hundred (more affected), a
score which has been calculated according to four indicators (data collected from 2014, 2015,
and 2017): surface temperatures, sea temperatures, sea levels, and precipitation [3]. It is not
surprising that, given this situation and its foreseeable impact, many states and organisations have
started to support a shift of paradigm towards sustainable development policies. In particular, the
European Union (EU) adopted a road map with the overarching aim of making Europe climate
neutral in 2050, which has engaged politicians in putting concrete initiatives forth.
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Chapter 1. Introduction

Figure 1.1. Climate change effects on European countries considering surface temperatures, sea
temperatures, sea levels, and precipitation. Source: [3]

Among its interim targets there were three key goals in the European Union (EU) for 2020:
reducing greenhouse gas emissions by at least 20% (from 1990 levels), increasing the share of
renewable energy to 20% and achieving a 20% improvement in energy efficiency (savings of
primary energy consumption) [4]. Whereas the latter two are close to be achieved but yet to be
assessed in the reports of the European Commission, the European Union (EU) reached a 23%
reduction in greenhouse gas emissions in 2018 and there are updated numbers for 2030: 40%
(with incoming proposals to raise to 55%), 32% and 32.5% in the same goals [5]. In fact, all of
them contribute to the fight against climate change either directly, by attacking the main agent
causing global warming (greenhouse gases), or indirectly, by reducing the dependence on fossil
fuels, which tend to be the main source of primary energy [6], thanks to the energy efficiency and
to the employment of alternatives such as renewable energy sources (RES). The European Green
Deal is one of the latest documents, released by European Commission, that provides an action
plan to make the EU’s economy sustainable, encompassing the above-mentioned objectives and
introducing new legislation on innovation, circular economy, biodiversity, farming and building
renovation [7].

According to the report “Sector Coupling in Europe: Powering Decarbonization” published
by BloombergNEF in partnership with Eaton and Statkraft, the pathway to a green low-carbon
future passes through the electrification of the sectors of the economy with higher consumption
of fossil fuels: transport, industry and buildings.
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This could take place directly, plugging these sectors into the grid via the proliferation of
electric devices such as vehicles or heating systems; or indirectly, by using electricity to produce
bio-fuels or hydrogen (from electrolysis) that provide heat to cover the demand of those sectors
[8], as substitutes for fossil fuels. The same report points out that this situation “will require
more flexible resources such as battery storage and gas peaker plants”, undoubtedly owing to the
use RES. Some of them, such as photovoltaic (PV) and wind generation, increase the likelihood
of mismatch between generation and make the operation of the grid more complex [9] and, given
their intermittent nature, they require storage systems and suitable management strategies that
decouple generation from demand in order to be economically viable [10].

Over the last few years, these energy policies aimed at increasing the efficiency and flexibility
in production, transportation, consumption and storage processes have led scientists to formulate
approaches based on the decentralisation of these processes and the combination of different kinds
of energy to benefit from the use of available local resources and infrastructure in a synergistic
way [11]. Some recent proposals have been focused on reducing the number of conversions
from primary sources to points of consumption [12], exploiting renewable energy sources (RES)
[13] and sustainable low carbon alternatives [14], or providing flexibility and stability to supply
systems [15]. In this regard, recent concepts such as distributed multi-generation (DMG) [11]
and multi-energy system (MES) [16] have come to set a general framework to characterise
systems that employ various energy carriers, including the usual terminology, pending issues,
and common structures. Mancarella distinguished within the so-called multi-energy systems
(MESs), other contemporary concepts like microgrids (MGs), virtual power plants (VPPs) and
energy hubs (EHs) as being general aggregation concepts aimed at integrating distributed energy
resources into power system operation and planning, potentially resulting in new business models,
as oppose to conventional large-scale power plants [16].

A formal definition of the energy hub (EH) concept was given for the first time by Geidl
et al. [17] in 2006: a unit where multiple energy carriers can be converted, conditioned, and
stored. According to Mancarella, it was developed “to model, from a technical perspective,
generic MESs” [16]. This is often done by means of a simplified model based on the input-output
interactions inside the system (balance equations), as exemplified in resource dispatch problem
in 2007 by Geidl and Andersson [18]. Since then, many authors have applied this concept to
different problems, such as resource management, introducing robust optimisation algorithms
[19], methodologies to enhance the representation of operational constraints [20] or to facilitate
the automatic modelling of arbitrary EH configurations [21], and demand-side management
strategies [22]. In addition, the EH modelling framework has been implemented in microgrid
(MG) management problems [23], including its integration into vehicle to grid systems [24].
The concept is also used in problems related to economic dispatch [25], or optimal device
configuration in systems with storage elements [26]. A recent review on common resources
and converters in EH’s models shows that most works focus on electricity and thermal heating
technologies, paying less attention to other material resources (such as solid fuels, water, carbon
dioxide or hydrogen) [27]. However, since both EHs and MESs can contain energy or material
flows, the term “resource” will be preferred versus “energy” from now on.

One existing obstacle for the development of distributed multi-generation (DMG) is that the
legal frameworks are still under development and each resource supply and distribution network
usually operates under its own rules. Electricity power systems have one of the most extensive
juridical frameworks, despite the still-present administrative and legal barriers [28], which has
set the fundamental basis for smart grid development and self-consumption [29]; this has been
thanks to recent advancements in information and communication technologies (ICTs), as well
as those in automation and electronics.
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Indeed, the term “smart" in smart grid [30] alludes to the use of information and commu-
nication technologies (ICTs), as well as process control and automation in decision making,
to optimally operate distributed electricity grids. Although some of these techniques are not
exclusively applied in the electricity sector—the petrochemical industry has been using model
predictive control (MPC) since the end of the last century [31]—its large-scale use among differ-
ent producers is still nascent, since “energy sectors have been traditionally decoupled from both
operational and planning viewpoints" [16]. This view and current energy policies are however
changing thanks to the appearance of MESs and EHs, whose advantages with respect to the
traditional view of energy carriers have been set forth by Long as listed below [32]. Although
they specifically refer to MES, they are germane to any distributed system with multiple energy
carriers (EHs or hybrid virtual power plants (VPPs), for instance).

• With MESs in general, the smart grid concept can be extended from the power system
into the multi-energy domain to achieve an increase in the number of degrees of freedom
with which to match energy supply with demand, improving overall system flexibility.

• Greater utilisation of primary energy sources is possible through the improved efficiencies
enabled by distributed multi-generation technologies e.g. combined heat and power.

• The capacity credit of intermittent renewable energy resources can be improved. For
example, electrical energy produced by wind that would otherwise be curtailed during
periods of low electricity demand can be diverted to heat buffered sections of the system
via power to heat technologies (e.g. heat pumps).

• Converting hard/expensive to store electrical energy into vectors where storage is eas-
ier/cheaper (e.g. with power to gas technology) can further improve system flexibility
and reduce capital and operational expenditure for system operators.

• A potential exists for greater resource-market interaction for energy end-users who can
modify their energy use to take advantage of energy pricing fluctuations (i.e. through
time-of-use, real-time, dynamic tariffs etc.). For example, switching an electrically
sourced heat demand (e.g. heat pump) to that supplied by gas (e.g. combined heat and
power) during periods where electricity is expensive.

• Opportunities exist for MESs to provide ancillary services to the electrical networks
through the provision of flexible demand/production that is capable of switching its
primary energy source should system conditions require it (e.g. for peak demand man-
agement, secondary frequency response etc.). [32, p. 26]

A quick look at some of the above-cited works, related to distributed generation, shows
that many of the decision-making processes in this field rely on solving optimisation problems,
either for design or management purposes, since this allows a practitioner to determine the
choicest option (i.e. the most suitable set of variables) for a given problem; which is usually done
according to certain criterion (as discussed in 2.1.2) and in the presence of operational, technical,
economical, and legal constraints. In this regard, a proper control scheme can resolve issues
related to the dispatch of resources/energy, providing generation schedules, accommodating
more RES and making adequate use of the existing infrastructure (e.g. transmission/distribution
networks or storage systems). Model predictive control (MPC), which encompasses a family of
control techniques (cooperative, hierarchical, economic MPC...), presents itself as a promising
methodology to fulfil the necessities of DMG since it considers how the system will change over
time (receding horizon principle) as well as constraints in the problem formulation [33].

To the best of the author’s knowledge, many of these control approaches come from the field
of chemical engineering which has traditionally used a hierarchy of levels or layers to distinguish
different tasks performed in industry [34]. These are defined attending to the frequency at which
decisions are taken (i.e. how often the control actions are calculated), the kind and quantity of
involved equipment, and the level of abstraction.
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Many contributions employ hierarchical control strategies in which MPC can act in either
the regulatory or the supervisory layers [35] as well, and, in this regard, there is a dichotomy
between Economic MPC and real-time optimisation (RTO) with MPC [36]. Long discusses both
approaches in his thesis [32] and how the existence of uncertainty affecting the system behaviour
is sometimes handled by using certainty equivalent MPC [37]. From his ideas, one can conclude
that, when it comes to certain energy management applications, it is acceptable to assume (a) that
the lower level regulatory controllers have a dynamic fast enough with respect to the sampling
interval of the upper layers and they do not need to be considered for optimisation purposes
(the corresponding steady-states are instead considered), (b) that due to the presence of them
stability is not a primary concern, and (c) that for demonstration purposes a general uncertain
optimisation problem can be converted into a deterministic one. This is the basis of many of the
articles found in the literature about energy dispatch which deals with the energetic management
of a campus [38] or the energy dispatch of a MG [39], to name a few, and also the basis of this
thesis, where the control problem corresponds to the computations performed in upper layers.

1.2 Aim and Objectives
The memorandum of the research plan constitutes the formal commitment between the

supervisors and the doctoral student in which the motivation, objectives, and methodologies are
verbalised. From the same one and from a broad review of updated references, some of which
are also presented in Chapter 2, the previous section encompasses a series of ideas that justify
the interest of this thesis. The methodologies drafted in the said memorandum correspond to
the content of Chapters 3-7 and the objectives, barely differing from the ones originally stated,
are enumerated below in order to be associated with the contributions of the developed research
work in Section 1.4.
O1. Development of physical models for generators, consumers, and storage elements from

a modular philosophy and with different levels of abstractions that allows simulating the
short, medium and long-term dynamics of the system and is used for optimisation. The
spotlight will be put on energy-hub-type modelling paradigms.

O2. Characterisation of the production, demands, and disturbances.
O3. Experimental validation of the developed models in steady-state and dynamic conditions.
O4. Application of the models to the development of strategies for optimisation and coordi-

nation of production processes from an economic point of view. Control alternatives for
energetically interconnected systems will be assessed, such as model predictive control
(MPC).

O5. Application of the above achievements to the facilities of the Control and Energy Manage-
ment Strategies in Production Environments with Support of Renewable Energy (ENER-
PRO) and Control and Optimal Management of Heterogeneous Resources in Agroindustrial
Production Districts Integrating Renewable Energies (CHROMAE)’s reference production
systems (see Section 1.3 and Chapter 3).

In a broad sense, all these concrete objective are aimed at enhancing the energetic management
in districts’ environments, with special attention to the agro-industrial sector and RES, which are
incentives for research in the Almerian ecosystem (e.g. ENERPRO and CHROMAE projects)
and in many other agricultural regions around the globe.
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1.3 Research Context
This thesis is the fruit of five years’ research, from January 2016 to December 2020, with the

Automatic Control, Robotics, and Mechatronics Research Group (ARM-TEP197) and the Area
of System Engineering and Automatic Control at the Department of Informatics, all belonging
to the University of Almeria (UAL). It was thank to the fellowship for Research Staff Training
(FPI), awarded by the Spanish Ministry of Economy and Competitiveness (BES-2015-075133),
that its author was able to perform his research and teaching duties and afford the three-month
stay at Brazil. Such fellowship is associated with the ENERPRO project (see its test-bed plant in
Figure 1.2), whose main objectives are enumerated below, as defined in its website [40].

E1. Development of methodologies for obtaining models of processes that contain renew-
able energy sources to produce/consume process heat, electricity, water and CO2.
Development of estimators and predictors of generation and demand stages.

E2. Development of hierarchical, hybrid and, in general, MPC control and management
strategies to optimise production from the economic, security and energy and water
use points of view in heterogeneous systems, using a coordinated and comprehensive
approach.

E3. Implementation and validation of the strategies in the production environment selected
as test-bed plant. This will facilitate the development of the different tasks of the
project over realistic conditions. Possible extensions to more complex environments
like campus or industrial clusters will be demonstrated.

Figure 1.2. ENERPRO’s research approach and functional diagram of the test-bed plant
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By the time he joined the project, in 2016, there were some processes of the ENERPRO’s
test-bed plant (Figure 1.2) already characterised, so the initial efforts were put into integrating
their models from a global perspective. As the idea was to align a realistic tuition programme
with the project’s objectives, the so-called “energy hubs” (EHs) were chosen as a paradigm of
systems with similar necessities as ENERPRO’s test-bed plant. The literature around that concept
showed that it had been proposed to represent plants with different kind of resources (E1), that
the resulting models were being employed in optimisation problems to schedule the production
of energy, often by means of MPC (E2), and that the basic formulation, even if oversimplified at
times, allows considering networks of EHs in a straightforward way (E3). The core contribution
that helped to fulfil E1 and E2 arrived in 2018 [41], based on the rest of articles published by
that time. After a one-year extension, the project ended in December 2018 but, in the same
year, the PhD student was assigned to the CHROMAE project, devised for the furtherance of
the same line of research (see the objectives below), but more focused on the agricultural sector
and on larger systems, as the number of elements and interactions increased in comparison with
ENERPRO’s (see Figure 1.3) [42].

C1. Characterisation and modelling of the resource flows and inter-relations between
the plants conforming the district, considering their consumption, production and
storage under the approach of distributed multi-generation and multi-energy systems.
The main aim is to develop a simulation environment involving the consumption and
production of heterogeneous resources in agri-food districts (easy to extrapolate to
other activities) which allows us to analyse concrete use cases, test new management
approaches and take decision aimed at maximising their use.

C2. Development of new control strategies for the descriptive variables of plants compris-
ing the district, so that their objectives may be accomplished optimising, at the same
time, the use of the resources by means of model predictive control techniques.

C3. Development of high-level control and optimal integrated management strategies
for those resources required to operate the plants inside an agro-industrial district
using control techniques such as centralised and distributed model predictive control,
optimal control and rule-based control, among other. All these techniques consider
both economic and environmental criteria and their efficient use.

From 2018 to 2020, the formulation of the problem that considered ENERPRO’s test-bed
plant was accommodated for CHROMAE’s district, in order to meet C1, C2 and C3 objectives.
However, this was taken a step further by considering to perform analyses in networked EHs,
which was formally posed in 2019 [43] (E3, C3), and by developing a tool in MATLAB® and
Simulink® [44] that allows analysing concrete cases in a flexible and simple way (C1). On the
other hand, the review initiated in 2016 became consolidated as an article that has been recently
submitted and is under review [45].

Although ENERPRO and CHROMAE have been the main driving forces for the work
accomplished during this thesis and the publications presented in Section 1.5, they have led his
author to participate in two other parallel, but complementary, lines of research: one related to
PV production (SUN4GREEN’s research contract), where the models presented in Chapter 5
and their computer code were adapted to predict the energy yield by a set of experimental panels
with reflectors located on the roof of a greenhouse; and the other to resource management in
greenhouses (CARBON4GREEN research project), which involves part of the knowledge on
modelling, control and optimisation gained during the postgraduate stage.
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Figure 1.3. Flow of heterogeneous resources among the different elements of the CHROMAE’s
agro-industrial district

1.4 Main Contributions

Given the potential impact that the next developments could have in the energetic panorama,
outlined in Section 1.1, the research plan arranged in accordance with them (Section 1.2), and
the objectives of ENERPRO and CHROMAE projects (Section 1.3), the main contributions of
this thesis, with respect to them, are constituted by three major breakthroughs in the field of EHs
and MESs that merit attention for being the core development outcomes of this thesis.
• Formulation of a widely applicable generic modelling framework for representing EHs or

MESs of diverse nature, complexity, time-scale and arbitrary topology; i.e. arrangements may
contain any amount of energy carriers (inputs), loads (outputs), conversion devices (alternate
operation or co-generation) and splits/combinations of resource flows. This was aimed at
complementing previous models in order to include the possibility of representing more
accurately certain processes, such as selling output resources and adding loads related to the
operating state (on/off) of certain devices, and to reduce the number of decision variables for
modelling complex EHs, which entails reducing the computation effort. Objectives related:
O1, E1, E3, C1.

• A software library called Optimal Dispatch for Energy Hubs (ODEHubs), which stands for
Optimal Dispatch for Energy Hubs. It is based on the proposed framework and has been
devised to ease the implementation of control or dispatch problems considering the main
drawbacks of possible alternative packages (see Subsection 2.1.4). It is composed by a set
of MATLAB® and Simulink® files and freely available on Github (https://github.com/ual-
arm/odehubs). The package can generate the constraints in MATLAB® code and obtain the
optimal dispatch schedule for the deterministic mixed-integer linear problem that represents
the defined system. Objectives related: O1, O3, O4, O5, E1, E2, C1, C3.
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• Formalisation of the optimisation problem required to apply MPC-based or scheduling strate-
gies for energy/resource management in EHs or MESs. Even though the objective function
posed in Chapter 4 only considers economic aspects regarding the trade of resources, no
restrictions are placed on the particular objective function, which could be selected according
to other criteria (e.g. environmental issues or multi-objective optimisation). Objectives related:
O4, E2, C3.
In addition, another three achievements are part of the practical knowledge contained in this

thesis, which is more closely related to the cases of application of both projects.
• Testing the proposed approach’s validity on several case studies. For the sake of conciseness,

in this document only the most complex, but illustrative, modelling example is presented
in Chapter 7, which includes multiple material and energetic resources, and unusual inputs
(such as seawater and biomass), outputs (CO2 enrichment for a greenhouse), and converters
(a solar-powered desalination plant and an absorption chiller). To make the analysis more
realistic, it was considered the legal framework for systems with self-consumption, and
therefore operational scheduling is determined considering variations in the electricity price
throughout the day. Objectives related: O3, O5, E3.

• Validation of a model for photovoltaic production based on the solar irradiance on sloped
surfaces and the equivalent circuit for photovoltaic cells. It was characterised according to
the parameters of the facilities involved in this thesis and its inputs are historical or forecast
radiation data. Objectives related: O2, O3, E1.

• Combination, cleansing, and synchronisation of the databases of the facilities in order to
identify consumption profiles for simulation purposes. Objectives related: O2, E1, C1.
Note that C2 was not attached to any of the above contributions because it is related to lower

lever control, and out of the scope of this thesis. On the other hand, the use of robust control
strategies and uncertainty analyses were partially tackled during the stay in Brazil, in relationship
with O2 and O4 and with the development of predictors and estimators. In particular, the work
centred on obtaining preliminary forecast models and adapting the formulation of the problem to
include chance constraints according to the presence of uncertainty in solar radiation forecasts,
which will be further discussed in Section 8.3.

1.5 Publications
The research work of this thesis is supported by the publications listed below, where the

name of the PhD candidate and author of this thesis has been highlighted in bold font. At the
date of submission of this document, the contributions consist of two papers published, and
another one under review, in journals indexed in the Journal Citation Reports (JCR) database,
four international conferences, and five national conferences, which will be cited in the closing
summary of contributions of each chapter to point out their relevance. He also took part in
three other local conferences, on the occasion of the Annual Meeting of the PhD Programme in
Informatics of the University of Almeria, in which the progress of research work is periodically
shared among the members of the Department of Informatics and the academic community.

1.5.1 Scientific Journals
J. Ramos-Teodoro, F. Rodríguez, M. Berenguel, and J. L. Torres, “Heterogeneous resource
management in energy hubs with self-consumption: Contributions and application example,”
Applied Energy, vol. 229, pp. 537–550, 2018. Impact factor in 2018 (Journal Citation Reports
(JCR)): 8.426. Journal Rank in Category in 2018 (JCR): 8/103 (Q1) in Energy & Fuels; 5/138
(Q1) in Engineering, Chemical. Reference: [41]
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J. Ramos-Teodoro, A. Giménez-Miralles, F. Rodríguez, and M. Berenguel, “A flexible interac-
tive tool for modelling and optimal dispatch of resources in agri-energy hubs,” Sustainability,
vol. 12, no. 21, pp. 8820–8844, 2020. Impact factor in 2019 (JCR): 2.576. Journal Rank in
Category in 2019 (JCR): 26/41 (Q3) in Green & Sustainable Science & Technology; 120/265
(Q2) in Environmental Sciences. Reference: [44]

J. Ramos-Teodoro, F. Rodríguez, and M. Berenguel, “Cutting-edge approaches in control,
management and design of distributed production systems: Microgrids, virtual power plants,
energy hubs, and multi-energy systems,” IEEE Access, (submitted to the journal and under
review). Impact factor in 2019 (JCR): 3.745. Journal Rank in Category in 2019 (JCR): 35/156
(Q1) in Computer Science, Information Systems; 61/266 (Q1) in Engineering, Electrical &
Electronic; 26/90 (Q2) in Telecommunications. Reference: [45]

1.5.2 International Conferences
J. Ramos-Teodoro, F. Rodríguez, and M. Berenguel, “Modelling based on the energy hub
paradigm of a greenhouse agricultural exploitation with support of renewable energies,” in
Proceedings of the I Iberian Symposium on Horticultural Engineering, Lugo, Spain, 2018.
Reference: [46]

J. Ramos-Teodoro, F. Rodríguez, M. Castilla, and M. Berenguel, “Modelling production,
consumption and storage of heterogeneous resources of an agro-industrial district with renewable
energies,” in Proceedings of the X Iberian Congress on Agro-Engineering, Huesca, Spain, 2019,
(in Spanish). Reference: [43]

A. Giménez-Miralles, J. Ramos-Teodoro, F. Rodríguez, and M. Berenguel, “Case study of the
ODEHubs tool for energetic and material resources management of a Mediterranean traditional
greenhouse,” in Proceedings of the II Iberian Symposium on Horticultural Engineering, Ponte
de Lima, Portugal, 2020, (in Spanish). Reference: [47]

J. Ramos-Teodoro, M. Castilla, J. D. Álvarez, F. Rodríguez, and M. Berenguel, “Economic
dispatch of a bioclimatic office building considering thermal energy, electricity and water
demands,” in Proceedings of the 18th International Conference on Renewable Energies and
Power Quality, Granada, Spain, 2020. Reference: [48]

1.5.3 National Conferences
J. Ramos-Teodoro, J. D. Álvarez, F. Rodríguez, and M. Berenguel, “Economic management
of energy hubs with heterogeneous resources through MINLP,” in Proceedings of the IV CEA
Symposium on Modelling, Simulation and Optimisation, Valladolid, Spain, 2018, (in Spanish).
Reference: [49]

J. Ramos-Teodoro, F. Rodríguez, and M. Berenguel, “Photovoltaic facilities modelling for
an energy hub management with heterogeneous resources,” in Proceedings of the XVI CEA
Symposium on Control Engineering, Almeria, Spain, 2018, (in Spanish). Reference: [50]

J. Ramos-Teodoro, F. Rodríguez, and M. Berenguel, “Comparative study of energy management
in an agro-industrial plant with self-consumption,” in Proceedings of the I Congress for Young
Researchers on Agri-Food Science, Almeria, Spain, 2018, (in Spanish). Reference: [51]

F. Rodríguez, J. Ramos-Teodoro, M. Berenguel, and P. Lorenzo, “Economic management of the
carbon enrichment in a tomato greenhouse with different sources of CO2,” in Proceedings of the

“Adding Value to CO2” Congress (3rd edition), Madrid, Spain, 2019, (in Spanish). Reference:
[52]
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J. Ramos-Teodoro, A. Giménez-Miralles, F. Rodríguez, and M. Berenguel, “Simulation of
scenarios of economic dispatch in multi-energy systems,” in Proceedings of the XVIII CEA
Symposium on Control Engineering, Murcia, Spain, 2020, (in Spanish). Reference: [53]

1.5.4 Local Conferences
J. Ramos-Teodoro, “Energy management strategies in production environments with support of
solar energy,” in Proceedings of the I Annual Meeting of the PhD Programme in Informatics of
the University of Almeria, Almeria, Spain, 2018, (in Spanish). Reference: [54]

J. Ramos-Teodoro, “Heterogeneous resource management in energy hubs with self-consumption,”
in Proceedings of the II Annual Meeting of the PhD Programme in Informatics of the University
of Almeria, Almeria, Spain, 2019, (in Spanish). Reference: [55]

J. Ramos-Teodoro, “Contributions to control and management of distributed production systems:
State-of-the-art and development of a library for simulations,” in Proceedings of the III Annual
Meeting of the PhD Programme in Informatics of the University of Almeria, Almeria, Spain,
2020, (in Spanish). Reference: [56]

1.6 Other Research, Teaching and Educational Activities
Regarding the rest of milestones that evidence the acquisition of competencies needed for the

world of research, there are two which have been key: one is the three-months stay (01/07/2018-
30/09/2018) at the Department of Systems and Automation of the Federal University of Santa
Catarina (Florianopolis, Brazil), within the Research Group on Renewable Energies led by
Professor Julio Elías Normey Rico, which satisfies one of the requirements to receive the
Acknowledgement of International PhD; the other corresponds to the three research projects and
the research contract in which the doctoral student has collaborated (see the next subsection), as
they provided a solid background in planning research. Another contribution that does not fit
as publication per se but settled the course of this thesis at its early stage is the thesis that was
presented by the candidate to obtain the Master’s Degree in Industrial Engineering.

J. Ramos-Teodoro, “Energy management of a heterogeneous production system under the
energy hub paradigm,” Master’s thesis, Department of Systems Engineering and Automation,
University Carlos III of Madrid, Madrid, Spain, 2017, (in Spanish). Reference: [57]

As part of his tuition, the author of this thesis has also accepted several invitations to review
works related to either the topics treated in this thesis or the area of knowledge of the PhD
programme. In particular, such articles were submitted to congresses as the “22nd IEEE
International Conference on Emerging Technologies and Factory Automation (ETFA)” and the
“21st IFAC World Congress” and the following journals: Applied Energy, Journal of Green
Engineering, International Journal of Robotics Research, Journal of Cleaner Production, and
Revista Iberoamericana de Automática e Informática Industrial.

Attending to educational and teaching involvement, the PhD candidate has been engaged
in five editions of the European Researchers’ Night (from 2016 to 2020), one of the actions
funded by the Marie Skłodowska-Curie programme; three of the European Robotics Week (from
2017 to 2019); five of the First Lego League (from 2016 to 2020); and several other activities
under educational programmes of the University of Almeria. Meanwhile, in academia, he has
participated in a Group of Innovation and Good Teaching Practices whose outcome consists in
two scientific contributions, as summarised in Subsection 1.6.2, and he has been giving classes
in the subjects listed below and acted as co-supervisor in two Bachelor’s theses [58, 59].
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• Computer Control, 221 hours, BEng Industrial Electronics Engineering.
• Industrial Automation, 59 hours, BEng Industrial Electronics Engineering.
• Itinerary of Automation, 30 hours, MEng Industrial Engineering.
• IoT Applications, 29 hours, MEng Technologies and Applications in Informatic Engineering.

1.6.1 Collaboration in Research Projects and Contracts
UAL18-TEP-A055-B, Optimisation of an Integral Heating and Carbon Enrichment System in
Greenhouses (CARBON4GREEN). Council of Economy, Knowledge, Business and University
of the Regional Government of Andalusia. Research project under the 2014-2020 Operational
FEDER Programme of Andalusia. Chief/Principal Investigator: Jorge Antonio Sánchez Molina
(University of Almeria). 01/10/2019–30/09/2021. 72 000 C.

DPI2017-85007-R, Control and Optimal Management of Heterogeneous Resources in Agroin-
dustrial Production Districts Integrating Renewable Energies (CHROMAE). Spanish Ministry of
Economy, Industry and Competitiveness. Research project under the National Programme for
Research Aimed at the Challenges of Society. Chief/Principal Investigator: Francisco Rodríguez
Díaz (University of Almeria). 01/01/2018–30/06/2021. 164 308,32 C. Reference: [42]

Counselling for the Development of Models for Designing Photovoltaic Greenhouses from
External Conditions under the Framework of the Maximising Sunlight Resources for Cost,
Energy and Yield Efficient Greenhouses (SUN4GREEN) European Project (Grant Agreement
Nº. 756006). Research contract under the SUN4GREEN European Project. Sponsor: Rufepa
Tecnoagro, S.L. Chief/Principal Investigator: Jorge Antonio Sánchez Molina (University of
Almeria). 01/11/2018–31/10/2019. 96 709,25 C.

DPI2014-56364-C2-1-R, Control and Energy Management Strategies in Production Environ-
ments with Support of Renewable Energy (ENERPRO). Spanish Ministry of Economy and
Competitiveness. Research project under the National Programme for Research Aimed at the
Challenges of Society. Chief/Principal Investigator: Manuel Berenguel Soria (University of
Almeria). 01/01/2015–31/12/2018. 176 297 C. Reference: [40]

1.6.2 Projects and Publications Related to Teaching and Education
19_20_1_27C, Development of a Low-Cost Hardware-in-the-Loop Prototype for Teaching
Automation in Engineering Degrees. Call for Creating Groups of Innovation and Good Teaching
Practices in the University of Almeria. Biennium 2019 and 2020. Chief/Principal Investigator:
María del Mar Castilla Nieto (University of Almeria). 01/01/2015–31/12/2018. 1200 C.

M. Castilla, F. Rodríguez, J. D. Álvarez, J. G. Donaire, and J. Ramos-Teodoro, “Design of a
prototype based on the hardware-in-the-loop paradigm for practical classes of automation in
engineering degrees,” in 2019 Teaching Innovation Meeting, Almeria, Spain, 2019. Reference:
[60]

M. Castilla, F. Rodríguez, J. D. Álvarez, J. G. Donaire, and J. Ramos-Teodoro, “A hardware-in-
the-loop prototype to design benchmarks for automation and control education,” in Proceedings
of the 21st IFAC World Congress, Berlin, Germany, 2020. Reference: [61]
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1.7 Outline of the Thesis

1.7 Outline of the Thesis
The remainder of this thesis is organised as follows: Chapter 2 provides a review on the

subjects of interest for this thesis to readers, classifying a set of articles according to their
methodologies and subject of study; in Chapter 3, the facilities of the ENERPRO and CHROMAE
projects are introduced, with special attention to the parameters employed or assumed in the
subsequent chapters; Chapter 4 presents the core elements of the proposed modelling framework,
including the conversion and storage models and the formulation of the optimisation problem;
Chapter 5 is devoted to demonstrate the validation of the PV production models in two of
the facilities; the main characteristics of the software library developed during this thesis are
described in Chapter 6; Chapter 7 contains the case study which illustrates how both the modelling
framework and the library can be used to obtain the dispatch of resources of an agro-industrial
cluster; and Chapter 8 draws the main conclusions of this work and some promising lines of
research for the future.
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Chapter Summary
In this chapter a review on the subjects of interest for this thesis is provided to readers.

Sections 2.1–2.3 are devoted to analysing in detail a wide collection of articles which help to
identify current scientific gaps and set the main technical and terminological background for
the remaining chapters. On the other hand, Section 2.4 contains information about groups of
research and ongoing projects related to this thesis, mainly at European level, and Section 2.5
adds supplementary information on some of the models usually employed for the estimation
of the availability and consumption of resources, particularly solar radiation, energy, water and
CO2.

2.1 Production Systems and Energy Management
The term “production system" is often defined from the business viewpoint as “a collection

of people, equipment, and procedures organised to perform the manufacturing operations of
a company (or other organisation)" [62]. It is then a generic concept that encompasses from
the physical facilities and their own layout to the material and human resources that support
production operations. Although most of the terminology mentioned in this thesis originated
within the energy context [63], not necessarily linked to business, one can talk about production
systems if a laxer definition is considered thereof.

Certainly, manufacturing operations consists in transforming input material or energy re-
sources into different output resources increasing its utility or quantifiable value in economic,
physical, or other terms. As this transformation does not need to be accomplished by a company,
the production activity can be contextualised in a diverse range of elements (country, neighbour-
hood, dwelling, building ...), in a way similar to what Mancarella proposed regarding MESs [16].
Then, a production system will hereafter refer to “any device or entity where material or energy
resources are transformed". Based on analysis to date, publications filling gaps in the field of the
energy management have introduced a variety of different concepts (e.g. MGs, VPPs, EHs, or
MESs) to refer to distributed production system (DPS).
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These articles share factors such as objectives, techniques, methodologies, tools... but most
surveys treat these concepts separately, and therefore there is a lack of updated reviews including
several of those approaches together. In this section, information from specific publications and
from reviews on production systems is collected to present an updated comparison focused but
not limited to the above-mentioned concepts. In particular, it is aimed at providing a global
overview in terms of employed terminology, context, purpose, mathematical models, optimisation
strategies, and tools (software and programming); as well as a series of articles classified from
that perspective, whose analysis helps to identify their strengths and weaknesses.

There is extensive literature based on the previous definition of production system but the
search has been mainly focused on the articles that mention in their title or keywords some of
the terms of greater relevance, due to their growing tendency from 2000 to mid-2020, applicable
to production systems. Figure 2.1 illustrates this in two graphs which show similar information,
but use different scales to correctly appreciate the differences between the number of articles on
MGs, in Figure 2.1a, and the others terms, in Figure 2.1b: MESs, EHs and VPPs. By scrutinising
some of the bibliographic references given in the articles found in this way, some additional
keywords, recapped at the end of Section 2.2, were extracted and then employed instead of the
four original terms to encompass a wider variety of publications.
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Figure 2.1. Published documents from 2000 to mid-2020 that include in their title or keywords
the terms microgrid (MG), multi-energy system (MES), energy hub (EH), or virtual power plant
(VPP). Source: Scopus database [64]

In order to elaborate on the reasons for selecting the features that, once analysed, would allow
differentiating the articles’ contributions, an introductory diagram that distinguishes them is
presented in Figure 2.2. It also summarises the content of this section and includes the elements
that will compose the headers of the tables, as well a non-exhaustive list of its attributes. All
this information is complemented below, and the drawbacks of this classification will be further
discussed in Chapter 8.

2.1.1 Context
Context may comprise a number of aspects large enough (i.e. technical, geographical, social,

cultural, economic, legal...) to difficult a short description of the situation and status of a
production system. Following a holistic approach, some authors refer to the “perspectives"
(namely spatial, multi-fuel, multi-services, and network) of the multi-energy systems [16]. Other
reviews include storage and conversion devices, and the kind of resources either as the main
element of the analysis [27] or within an extensive survey [65].
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Context

Regions and 
countries

Districts
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electrical, 
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optimisation
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treatment

Deterministic Probabilistic
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programming
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Variables and 
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models

Continuous vs. 
discrete 
variables

Techniques

Analytical

LP, MILP, 
NLP, QP, 

MINLP, DP

Meta-heuristic

PSO, GA

Heuristic Others
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PEM
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Control
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Modelling
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Software
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C++

Engineering
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HOMER, 
TRNSYS

Tests

Simulation 
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Simulation 
with historical 

data

Real 
experiments

Figure 2.2. Classification diagram on DPS-related papers, according to the characterisation pre-
sented in Section 2.2. Acronyms in this figure are defined in the text and the list of abbreviations.

For the sake of uniformity and simplicity the activity sector, the location and/or the scale
will be considered enough factors to help to contextualise each work. Attending to the first one,
facilities can be industrial, commercial, residential, farming-related, to name a few examples,
or even a group of several types. With regard to location, even if understood in geographical
terms as a specific city or country, it may also give an idea of the social and economic panorama.
Finally, the scale of the system embraces a diverse range of elements such as single devices,
plants, districts, cities, regions, or countries. Although those three factors may not be explicitly
mentioned in the context column of the following table—some articles deal, for example, with
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predefined test system without a defined location—the description given will provide a broad
outlook of them, including (if possible) the location where the study was performed.

2.1.2 Scope

The following element of analysis, part of the scope, is the objective, distinguishing at least
four possibilities which are sometimes closely related: design, scheduling, control, and modelling.
The problem with which each work deals usually belongs to one of those categories whose
relationships and conception will be explained in more detail as follows.

• Design. Determining the size and layout of the elements that compose a production system
is a recurrent engineering problem usually addressed by using different levels of abstraction
depending on the application. In practical terms, it includes both the devices (reactors,
generators, boilers, turbines, ...) and the transmission systems. Expansion planning is one of
the terms recently coined within the field of energy systems [66]. In respect of its relation
to the other objectives, some of the analyses carried out, include the simulation of scenarios
in which the operation of the system is scheduled, during a certain time interval, to obtain
possible designs on which to choose the best alternative [67]. Needless to say that models are
usually required for this purpose.

• Scheduling and control. Both concepts answer the question of how a production system should
be operated over time, including, for example, the equipment operating point, maintenance
tasks, or alarms management. In control engineering the control actions affecting the system
may depend on the scheduling process carried out at a hierarchically higher level, to which
many authors allude with the term real-time optimisation. This term is indistinctly used in
either production management [68] or resources allocation during maintenance tasks [69].
On other occasions, a similar structure is referred to as “supervisory layer” [70]. Although
the idiosyncrasies of scheduling and control could be more deeply discussed, the criterion
taken here in order to differentiate both possibilities, when the authors do not explicit the
objective, is whether their work deals with a closed-loop approach (control) or an open-loop
one (scheduling).

• Modelling. Although models are also employed even in works whose objective is one of
the above, in other situations the proposal is substantial enough to only present a detailed
(and validated or justified) description of the system’s behaviour. This usually concerns
either conceptual models (such as control or communications architectures), which focus on
illustrating the structure and interactions usually in a schematic way [71], or high-fidelity
models, involving, for example, differential-algebraic equations and computational methods.
In the second case, the resulting models are especially useful to perform simulations that help
to understand the system’s dynamics and to make decisions based on them (as exemplified in
[67]).

In addition to the objective, another important fact to take into account is the criterion
according to which the work is carried out or, simply put, the considerations that are made to
choose between alternative designs, control actions, or plans. Although the economic criterion
usually prevails over others, there are works that apply environmental criteria (such as carbon
dioxide emissions generated by an activity [72]), the use of primary [73] or renewable [71] energy
sources, or a mix of criteria [26]. These criteria may result from complex relationships as happens,
for example, with economic analyses that distinguish between operation and maintenance costs
and investment cost [74], but, for the sake of conciseness, only a brief description will be
provided for each of the reviewed articles.
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2.1.3 Modelling and Optimisation

Many authors employ mathematical models and present optimisation problems in their re-
search, and therefore the ongoing formulations deserve special attention. Once the variables
that allow characterising the system’ operating conditions are chosen, both the objective func-
tion, which is usually defined from the scope (objective and criterion) of the study and the
constraints that represent the system’ behaviour, determine the kind of problem to solve. The
Neos Server website [75–77] provides valuable information to non-experts about the taxonomy
of optimisation, where four major facets are discussed: continuous versus discrete, constrained
versus unconstrained, single-objective versus multi-objective, and deterministic versus stochastic.
From those, only the first and the last ones deserve special attention because all the reviewed
models contain constraints in order to suitably represent the reality and the objective function
is determined by the criterion (as so defined above), which will be analysed for each work.
In addition, linearity is another factor that researchers consider as it is directly related to the
solving techniques, mainly distinguishing between linear problems and nonlinear problems.
Also, readers should bear in mind from now on that problems are considered nonlinear if the
models contain at least one nonlinear expression or equation, and non-continuous if they include
at least one integer (discrete) variable.

On the one hand, according to Neos Server website [75–77], “some models only make sense
if the variables take on values from a discrete set, often a subset of integers", which include, for
instance, binary variables for reproducing on/off states in some devices. When problems include
at least one integer variable, they become discrete optimisation problems that tend to be harder to
solve than continuous optimisation problems. On the other, as models constitute a simplification
of the reality, according to the treatment of the variables subject to uncertainty, they are mainly
divided into deterministic or probabilistic problems. The classification considered here can be
complemented by the one found in the reference [78], which covers the most common sources
of uncertainty as well, whose analysis is beyond the scope of this thesis.
• Deterministic optimisation. There exist problems that never contain random variables, that is

to say, an exact knowledge of the production system is assumed, and the value of the cost func-
tion exclusively depends on the value of the decision variables. Three main approaches can
be employed for solving these problems: analytical techniques such as linear programming
(LP), linear quadratic programming (LQP), quadratic programming (QP), second-order cone
programming (SOCP) nonlinear programming (NLP), mixed-integer linear programming
(MILP), mixed-integer quadratic programming (MIQP), mixed-integer quadratically con-
strained quadratic programming (MIQCQP), mixed-integer nonlinear programming (MINLP),
or dynamic programming (DP); heuristic techniques, based on practical rules for each specific
problem; and metaheuristics that use generalist rules in order to arrive at a solution as close
to optimal, for example, genetic algorithms (GAs) or particle swarm optimisation (PSO).
Note that as metaheuristics generate random points while trying to converge to a usually
sub-optimal solution, the use of these algorithms is sometimes referred to as “stochastic
optimisation” [79], but a different definition is considered in this thesis, as given below.

• Probabilistic or stochastic optimisation. Other kinds of problems contain random variables
that can be expressed through a probability density function: in other words, a random
component or uncertainty on the knowledge of the production system is assumed and the
value of the cost function varies regardless of the value of the decision variables. Two main
branches of problems are distinguished, stochastic programming (SP), if the uncertainty is
characterised through probability density functions, and robust optimisation (RO), when the
only information considered are the bounds within which certain parameter is contained. This
implies a greater complexity and is the main reason why many techniques from deterministic
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optimisation are adapted for the stochastic problem (some authors add a “P" at the beginning
of the above-mentioned acronyms [80]). Other widespread techniques useful to deal with
uncertainty are Markov decision processes (MDP) modelling, Monte Carlo simulations (MCS),
conditional value at risk (CVaR) analysis, which can be done, at the same time, through Monte
Carlo simulations (MCS) [81], point estimate method (PEM) [80] and reformulating the
problem into chance constraints (CC) [70].

2.1.4 Tests and Software
One of the two last aspects to consider is the type of test performed attending to both the

environment where the experiments are performed (simulators or real devices) and the origin
of the data employed in the case of simulations, which usually come from standard datasets or
models (provided by other entities, researchers...), hypothetical statements (e.g. some climatic
variables are considered constant), or from historical measurements within the facilities.

Furthermore, these analyses are addressed by using multifarious tools that include program-
ming environments and engineering software. In the first case, tools such as CPLEX [82], GAMS
[83] or AMPL [84], use their own programming languages aimed at defining the optimisation
problem in a straightforward way; whereas other such as MATLAB® [85], consist in an inter-
preted language widely used in technical computing for different purposes. In both cases and
depending on the type of problem treated, different optimisation algorithms can be employed
(e.g. Gurobi [86] or BARON [87]), either because they are incorporated within each tool or
by integrating external resolution algorithms from other developers. Also, MATLAB® is often
combined with YALMIP [88] or TOMLAB [89] because the way optimisation problems are
defined with these toolboxes is similar to other optimisation-oriented tools’ such as GAMS or
AMPL. Regarding engineering or specific software, they either tend to integrate all of the above
in a more or less opaque manner to users in tools for modelling, operating or planning MESs
[16] such as DER-CAM [90], eTransport [91], HOMER [92], or EnergyPlus [93], to name a few.

Another package that merits attention when it comes to object-oriented programming is
Modelica, which counts for example with a library for the control of building energy systems
[94]. Note that the following section may include programs that have not been enumerated in
this one because they are mentioned in just one of the reviewed papers. In order to have a more
complete vision, readers are referred to a couple of reviews on district-scale [95] and urban [96]
energy systems, where the spotlight is mainly on consolidated and specific engineering software
for design and analysis; and another two focused on broader contexts [97, 98] which comprise
less mature applications relying on general-purpose programming environments or languages,
such as the above-mentioned CPLEX [82], GAMS [83], and AMPL [84], but also AIMMS [99],
MATLAB® [85], R [100] and Python [101].

To the author’s knowledge, MATLAB® is extensively employed in this field of research,
both as a standalone version and combined with other optimisation-assisted modelling tools. It
happens to be one of the more common programming languages as well, together with Python
and GAMS [97], but despite its potential, to date, very few specific tools for dealing with the
most common problems in EHs have been developed and made freely available. As introduced in
Section 1.3, one the objectives of the CHROMAE project was to build a simulation environment
which has eventually materialised in form of the tool described in Chapter 6. It was developed
in MATLAB® after assessing the current alternatives that make use of this language, which are
outlined below.
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1. Ehub Modeling Tool [102]. It consists of a set of MATLAB® scripts for creating input
case study data, which are sent and then executed in the optimisation package AIMMS.
It also incorporates R code for visualising the results of the simulations. A subsequent
version was released in Python, including a graph-based modelling tool. Software available at
https://github.com/hues-platform/ehub-modeling-tool.

2. EHCM Toolbox [103]. An object-oriented programming tool that was conceived to deal
with the control necessities of a building and entirely in MATLAB®. Consequently, it might
lack flexibility in certain aspects, which is counterbalanced by a sophisticated model for
batteries and the possibility to integrate detailed building dynamics from another toolbox. Soft-
ware available at https://control.ee.ethz.ch/software/BRCM-Toolbox1.
html.

3. MATPOWER Optimal Scheduling Tool (MOST) [104]. It is an extension of the MATPOWER
package, a free and open-source set of MATLAB® files for solving steady-state electric power
scheduling problems. MOST can be used to solve from simple deterministic unconstrained
problems to stochastic, security-constrained, combined unit-commitment and, multi-period
optimal power flow problems. The current implementation is limited to DC power flow
modelling of the network, so it is a bit limited when it comes to MESs and EHs. Software
available at https://github.com/MATPOWER/most.

4. IMAKUS [105]. This is the name given to a deterministic model of the German power
system aimed at making investment decisions on storage and conventional generation assets.
Although it was implemented in MATLAB® code using a generic formulation, its authors
do not clarify its possible use on other regions or with other resources than electricity. No
support website.

5. LUSYM [106]. A tool quite similar to MOST in the sense that it is focused on the electricity
sector and allows introducing nearly the same constraints in the problem. The main difference
resides in the use of GAMS together with MATLAB®, which are interfaced so that GAMS is
used for solving the optimisation problem and MATLAB® for processing the input and output
data. No support website.

6. EUPowerDispatch [107]. Another tool for the optimal dispatch of the power system, but
particularised at European level, and it uses GAMS and MATLAB® in the same way that
LUSYM does. More information available at https://ses.jrc.ec.europa.eu/
eupowerdispatch-model.

7. Software Library for MESs (no official name yet) [32]. Probably, the most flexible and
complete of the alternatives, based on object-oriented programming, and derived from the
generalised modelling framework for MESs proposed by Long [32]. It is intended to be used
for MPC applications rather than scheduling problems. The same version was built both in
Python and MATLAB®, although none of them is freely available. No support website.
All these tools have helped in one way or another to establish the basis from which developers

can keep providing new algorithms and procedures to the field of energy and resource manage-
ment. Nonetheless, there is still room for improvement in certain aspects that the researchers
might demand: less experienced users might struggle with coding and there exists no graph-based
modelling tool for MATLAB® environment that allows one to formulate and solve resource
dispatch problems, four out of the seven packages are focused on purely electric systems (3, 4, 5,
6), only three are freely available online and properly documented (1, 2, 3), and some of them
require third-party software that is subject to a license (1, 5, 6). These drawbacks are overcome
in the software resulting from this thesis, as detailed in Chapter 6.
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Chapter 2. Literature Review

2.2 Classification and Analysis
In order to arrange the information of interest for this thesis, the seventy publications that

have been analysed to extract the features stated in the previous section are compiled in Tables
2.1–2.5. Note that the main keyword employed during search appears in the caption of each table
(MGs, VPPs, EHs, and MESs), although some of the articles may be related to more than one
term. In particular, there are sixty articles related to them (fifteen each) and ten articles sorted
into the “other terms” denomination.

2.2.1 Smart Grid and Microgrids
Among the terms applicable to DPS, the microgrid concept [108] arose in order to integrate the

distributed generation of energy and the planning and operation of the electric grid [109]. MGs
can be defined as low and medium voltage distribution grids where different energy resources
need to be managed in coordinated or isolated mode. They constitute one of the main elements of
the future smart grid [30], whose decentralisation and coordinated management would enhance
the traditional operational approach. Readers are referred to the following reviews on this topic
for more information: the first one is related to control and management strategies [110], the
second also tackles modelling and planning together with such strategies [111] and a third one
which analyses markets, architectures and technologies within transactive energy systems [112].

Although they emerged within the electrical energy field, their use has been extended to
systems that combine different types of energy such as cogeneration [113] or trigeneration [90]
and therefore they have become relevant MESs. There are also examples of MGs that employ
material resources such as biomass [70], drinking water [114] or hydrogen [115, 116]. The
scope of application is quite broad as well: commercial buildings [90], residential urban [117]
and rural areas [118], agri-food industries [71], a mixture of these ones [119]. Other fields of
special interest include the management of MGs during grid-connected and islanded modes
[120, 121], and the integration of electric vehicles through MPC [122], rule-based control [123]
or scheduling strategies that consider uncertainty [124]. Table 2.1 compiles fifteen articles,
cataloguing their characteristics.

Table 2.1. Classification of the reviewed literature on microgrids (MGs)

Ref. Context Scope Test Modelling and
optimisation Software

[70] Sugar cane industry
(Brazil)

Control (MPC)
Energetic criterion

Simulation with
historical demand

and weather

Probabilistic, CC,
QP

MATLAB®

YALMIP
CPLEX

[71] Agro-industry
(Piedmont, Italy)

Scheduling
Energetic and RES
usage multi-criteria

Real experiments
Deterministic,

MILP + conceptual
model

Own
software

[90]
Commercial

buildings (San
Francisco, US)

Design (yearly
scheduling)

Economic criterion

Simulation with
hotel model and
historical price

Deterministic,
MILP

DER-CAM
(GAMS +
CPLEX)

[113] Community MG
(Lesotho)

Design (yearly
scheduling)

Economic criterion

Simulation with
demand model

Deterministic,
nonlinear, PSO µ-Grid [125]

[114]
Remote areas
(Aegean Sea,

Greece)

Design (yearly
scheduling)

Economic criterion

Simulation with
models

Probabilistic,
MINLP, PSO,

MCS

GenOpt
TRNOPT
TRNSYS
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Table 2.1. (Continued). Classification of the reviewed literature on microgrids (MGs)

Ref. Context Scope Test Modelling and
optimisation Software

[115] Experimental MG
(Seville, Spain)

Control (MPC)
Energetic criterion Real experiments

Deterministic vs.
probabilistic

scenarios

MATLAB®

GAMS

[116]
System based on a
experimental MG
(Seville, Spain)

Control (MPC)
Economic and

energetic
multi-criteria

Simulation with
historical demand

and weather

Deterministic, QP,
MIQP

Not
mentioned

[117]
Residential
buildings

(unlocated)

Control (MPC) vs.
scheduling

Economic criterion

Simulation with
historical demand

and weather

Deterministic,
MILP

MATLAB®

YALMIP
CPLEX

[118]
Village and
commercial

building (India)

Design (yearly
scheduling)

Economic criterion

Simulation with
historical demand

and weather
Deterministic HOMER

[119] Threee different
agents (unlocated)

Daily scheduling
Economic and

reliability
multi-criteria

Simulation with
models

Deterministic vs.
probabilistic, PSO

Not
mentioned

[120] Five different
agents (unlocated)

Daily scheduling
Economic criterion

Simulation with
models Deterministic MATLAB®

[121]
Six distributed

generation units
(unlocated)

Control
Energetic criterion

Simulation with
models

Probabilistic, linear,
robust control

MATLAB®

YALMIP

[122] MG with external
agents (unlocated)

Control (MPC)
Economic criterion

Simulation with
historical weather

Deterministic,
MIQCQP, stepwise

linearised

TOMLAB
MATLAB®

CPLEX

[123] Experimental MG
(Almeria, Spain)

Control
Energetic criterion

Simulation with
historical demand

and weather

Deterministic,
linear, heuristic

rules
MATLAB®

[124] IEEE 33-bus test
system (unlocated)

Scheduling
Economic criterion

Simulation with
models

Probabilistic,
MINLP, PEM

Not
mentioned

2.2.2 Virtual Power Plants

Similarly, virtual power plants [126] originated because of the need of managing electrical
systems constituted by a delimited cluster of producers and consumers interacting together that
emulate the behaviour of a single generation plant (hence the “virtual" adjective is added, since
it is not a plant by itself). It is possible to find reviews on their integration into the electrical
system [127] and the treatment of uncertainties in modelling [128].

So far, just a few studies have included resources in VPPs other than purely electric generation,
cogeneration or trigeneration [16]. Even so, some recent works include thermal [80, 129] or
natural gas [130] supply networks or contribute with formulating short-term [131, 132] and
medium-term strategies to schedule the distribution of energy [133] or maintenance tasks [134],
and proposing management architectures [135]. Others merit attention for considering a novel
adaptative robust optimisation problem for electricity markets solved through a column-and-
constraint generation algorithm (CCGA) [136], using bi-level planning approaches [137–139],
establishing a system-theoretic foundation to realise the vision of distribution-level VPPs [140],
and mitigating cyber-attack effects through a robust dispatch [141]. Table 2.2 compiles fifteen
articles, cataloguing their characteristics.
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Table 2.2. Classification of the reviewed literature on virtual power plants (VPPs)

Ref. Context Scope Test Modelling and
optimisation Software

[80]
VPP with four

zones + thermal
energy (Canada)

Daily scheduling
Economic criterion

Simulation with
historical demand

and weather

Probabilistic,
MILP, PEM

GAMS
CPLEX

[129] IEEE 13-bus test
system (unlocated)

Daily scheduling
Economic and risk

multi-criteria

Simulation with
historical demand,
weather and prices

Probabilistic vs
deterministic,
MILP, CVaR

Gurobi

[130]
VPP with nine

nodes + gas
(China)

Daily scheduling
Economic and risk

multi-criteria

Simulation with
historical demand

and weather

Probabilistic, RO,
CC, MILP, CVaR

GAMS
CPLEX

[131]
VPP with batteries
(Iberian electricity

market)

Daily and intraday
scheduling

Economic criterion

Simulation with
historical demand,

production and
prices

Probabilistic, MILP AMPL
CPLEX

[132]

VPP operating
within the

electricity market
(Spain)

Daily and intraday
scheduling

Economic criterion

Simulation with
historical prices
and production

Probabilistic, DP,
MDP, CVaR

MATLAB®

QUASAR
Own

software

[133] VPP (Šibenik
County, Croatia)

Weekly scheduling
Economic criterion

Simulation with
historical prices

and models

Deterministic,
MILP, uncertain

scenarios

GAMS
CPLEX

[134]
IEEE 6-bus and

18-bus test systems
(unlocated)

Maintenance
scheduling

Economic criterion

Simulation with
models

Deterministic,
MINLP, uncertain
scenarios, CVaR

GAMS

[135] VPP (unlocated)

Scheduling
Economic and

comfort
multi-criteria

Conceptual model
(no tests)

Deterministic,
MILP

CPLEX or
Gurobi

suggested

[136] VPP (Spain) Daily scheduling
Economic criterion

Simulation with
historical prices

and models

Probabilistic,
adaptative RO,

CCGA

GAMS
CPLEX

[137]

Commercial or
residential VPPs

with 2100 HVACs
(unlocated)

Daily scheduling
Economic criterion

Simulation with
models

Deterministic,
bi-level MIQCQP

(MILP + NLP)

TOMLAB
MATLAB®

CPLEX
SNOPT

[138] IEEE 9-bus test
system (unlocated)

Daily and intraday
scheduling

Economic criterion

Simulation with
models Deterministic, QP Not

mentioned

[139]

CIGRE medium
voltage European

benchmark
distribution

network (Germany)

Daily and intraday
scheduling

Economic criterion

Simulation with
historical

production and
demand

Probabilistic (daily)
and deterministic

(intraday)

MATLAB®

Gurobi MAT-
POWER

[140]

IEEE 37-bus test
system and residen-

tial/comercial
VPPs (Anatolia,
California, US)

Control (MPC)
Energetic criterion

Simulation with
historical weather

and demand
Deterministic, QP Not

mentioned

[141] IEEE 123-bus test
system (unlocated)

Control (MPC)
Economic criterion

Simulation with
models

Deterministic vs.
probabilistic MATLAB®
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Table 2.2. (Continued). Classification of the reviewed literature on virtual power plants (VPPs)

Ref. Context Scope Test Modelling and
optimisation Software

[142]
VPP with electric

vehicles
(unlocated)

Daily scheduling
Economic and risk

multi-criteria

Simulation with
historical prices,
production and

vehicles

Deterministic and
probabilistic, LP,

MCS, CVaR

Not
mentioned

2.2.3 Energy Hubs
The energy hub concept [17] was probably the first approach capable of dealing with different

energy vectors, that is, energy flows and material resources. Their authors [18] define it as “the
interface between producers, consumers and transport infrastructure, which from the point of
view of a system provides the relationship between the inputs, outputs, conversion and storage of
different energy vectors". Recently, an extensive survey [65] and a comprehensive review [143]
have been published on this topic. Other articles have been published with the aim of analysing
a bit more specific aspects on EHs, such as the type of conversion elements and resources [27],
or optimal scheduling in presence of uncertainty [78].

As this approach was not initially circumscribed to electric systems, it has been used in a wide
variety of contexts, such as the energy analysis [144] and design [67] of buildings, designing
[145] or resizing [72] the district level supply systems or energy management in greenhouses
[73], residential districts [146], countries [147] or interconnected EHs [148]. With regard to the
main advances, there are different formulations that seek to improve the ability to represent real
systems, for example, using stepwise functions to deal with nonlinear models [20], including
demand response programs [149] considering the effect of valves opening in turbine efficiency
curves [25], or reducing the number of required variables to define the problem [41]. Some
authors have even proposed hybrid approaches between MGs and EHs [150] and there are also
examples of robust optimisation [19] and heuristic strategies [151]. Table 2.3 compiles fifteen
articles, cataloguing their characteristics.

Table 2.3. Classification of the reviewed literature on energy hubs (EHs)

Ref. Context Scope Test Modelling and
optimisation Software

[67] Buildings (London,
UK)

Design (yearly
scheduling)

Economic and CO2
emissions

multi-criteria

Simulation with
models and

historical weather

Deterministic,
bi-level GA +

MILP

EnergyPlus
AIMMS

MATLAB®

CPLEX
NSGA-II

[72]

Districts, village
with twenty-nine
buildings (Zernez,

Switzerland)

Design (yearly
scheduling)

CO2 emissions
criterion

Simulation with
models and

historical weather
Deterministic, LP

EnergyPlus
MATLAB®

CPLEX

[73] Greenhouses
(Ontario, Canada)

Daily scheduling
Criteria

comparison

Simulation with
historical demands,
price and weather

Deterministic,
MILP + uncert.
analysis (MCS)

AMPL
CPLEX

[144] Dwellings
(unlocated)

Daily scheduling
Criteria

comparison

Simulation with
models

Deterministic,
MILP

GAMS
CPLEX
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Table 2.3. (Continued). Classification of the reviewed literature on energy hubs (EHs)

Ref. Context Scope Test Modelling and
optimisation Software

[145]
Administrative
center, district

(Beijing, China)

Design (Seasonal
daily scheduling)

Economic criterion

Simulation with
historical weather

and prices

Deterministic,
MILP

CPLEX
Gurobi

YALMIP

[146] Fifty residential
buildings (US)

Daily scheduling
Economic criterion

Simulation with
historical weather

and demands

Deterministic,
NLP, consensus

optimisation

Not
mentioned

[147] Country (China)
Design (yearly
scheduling)

Economic criterion

Simulation with
historical demands

Deterministic,
linear, heuristic

rules
EnergyPLAN

[148]
IEEE 33-bus test
system with four
EHs (unlocated)

Daily scheduling
Economic criterion

Simulation with
models

Deterministic,
MILP

GAMS
CPLEX

[20]
Office building

(Zurich,
Switzerland)

Weekly scheduling
CO2 emissions

criterion

Simulation with
models and

historical weather

Deterministic, LP
vs. MILP

EnergyPlus
MATLAB®

CPLEX

[149]
Three theoretical

EHs (one in
Waterloo, Canada)

Daily scheduling
Economic criterion

Simulation with
historical demands

and prices

Deterministic vs
probabilistic, PEM,

MCS, MINLP

GAMS
SBB/CONOPT

[25] Multiple theoretical
EHs (unlocated)

Scheduling
Criteria

comparison

Simulation with
models

Deterministic,
nonlinear, MINLP,

PSO, GA and
others

MATLAB®

[41]
Experimental

industrial cluster
(Almeria, Spain)

Control (MPC)
Economic criterion

Simulation with
historical demands,
price and weather

Deterministic,
MILP MATLAB®

[150] Sugar cane industry
(Brazil)

Control (MPC)
Energetic criterion

Simulation with
historical weather

Deterministic,
bi-level MIQP

MATLAB®

YALMIP
CPLEX

[19] Theoretical EH
(Waterloo, Canada)

Daily scheduling
Economic criterion

Simulation with
models Probabilistic, RO CPLEX

[151]
Set of buildings
(IMP Campus,

Belgrade, Serbia)

Daily scheduling
Economic criterion

Simulation with
historical demands,
price and weather

Deterministic, LP MATLAB®

CPLEX

2.2.4 Multi-Energy Systems

The denomination multi-energy system aroused, from a generic perspective, in order to
encompass all the methodologies related to energy carriers’ management, including the above-
mentioned approaches: MGs, VPPs and EHs. Mancarella offers an extensive discussion about
the characteristics of MES [16] and other authors [96] agree that it is the “extension of the smart
grid, beyond electric power", that is, including other resources of the energy sector. It has been
anticipated that this concept could be applied at different scales and integrate small systems
into larger systems, which means modelling from homes to regions or countries, including
intermediate geographical levels such as buildings, industries, districts or cities. Based on
Mancarella’s concept, reviews on MESs modelling [152], necessary infrastructure [153] and
useful tools [96] have recently been carried out. Among the issues addressed in publications
where MESs are expressly mentioned, there are some remarkable contributions regarding their
modelling: a flexible framework that allows including bidirectional flows [38], Sankey diagrams
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have been proposed as well as suitable alternative [154], and, in more specific contexts, some
works have dealt with the techno-economic analysis of a biofuel-based MES [155] or the British
system in future scenarios [156, 157]. Moreover, there has been some research on the design of
MESs in buildings [158] and districts [159], as well as other systems including storage devices
[26], active distribution networks [160] and coordinated expansion planning [161]. With respect
to the operation strategies, robust optimisation has been employed to obtain the optimal flows
in smart districts [162, 163], and also deterministic models in district heating networks [164],
regional energy systems [165], and commercial buildings [166]. Table 2.4 compiles fifteen
articles, cataloguing their characteristics.

Table 2.4. Classification of the reviewed literature on multi-energy systems (MESs)

Ref. Context Scope Test Modelling and
optimisation Software

[26]
Residential district

(Zurich,
Switzerland)

Design (yearly
scheduling)

Economic and CO2
emissions

multi-criteria

Simulation with
historical demands,
price and weather

Deterministic,
MILP CPLEX

[38]
Set of three

buildings (UoM
Campus, UK)

Control (MPC)
Economic criterion

Simulation with
historical demands

Deterministic,
MIQP CPLEX

[154] District (UoM
Campus, UK)

Modelling and
analysis

Simulation with
historical prices

and demands

Deterministic
(no optimisation)

MATLAB® +
Excel

[155] Polygeneration
system (unlocated)

Modelling,
energetic and

economic analysis

Simulation with
models

Deterministic
(no optimisation) Aspen Plus

[156]

[157]

Country (Great
Britain)

Modelling and
design

Economic criterion

Simulation with
models and

historical data

Deterministic,
nonlinear

EnergyPlus
MATLAB®

[158] Buildings (Turin,
Italy)

Design (seasonal
values)
Criteria

comparison

Simulation with
models Deterministic, LP

EnergyPlus
GRG2

algorithm

[159]
Administrative
center, district

(Beijing, China)

Design (seasonal
daily scheduling)

Economic criterion

Simulation with
historical weather

and prices

Deterministic,
MILP

CPLEX
YALMIP

MATLAB®

[160]

IEEE 33-bus and
23-node gas

systems + eights
EHs (unlocated)

Design (yearly
scheduling)

Economic criterion

Simulation with
historical

production and
demand

Probabilistic,
MINLP, SOCP CPLEX

[161] 14-bus MES
(unlocated)

Design (yearly
values)

Economic criterion

Simulation with
models

Deterministic,
MILP, Benders
decomposition

Not
mentioned

[162]

District with
twenty-six
buildings

(Manchester, UK)

Daily scheduling
Economic criterion

Simulation with
historical demands

Probabilistic, MILP
+ RO (two stages)

MATLAB®

Own
software

[163]
Fifty residential

buildings, district
(England, UK)

Daily scheduling
Economic criterion

Simulation with
historical weather

and prices
Probabilistic, MILP Not

mentioned
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Table 2.4. (Continued). Classification of the reviewed literature on multi-energy systems (MESs)

Ref. Context Scope Test Modelling and
optimisation Software

[164]

District heating
network

(Changchun,
China)

Daily scheduling
Economic criterion

Simulation with
models

Deterministic,
MILP

MATLAB®

YALMIP
CPLEX

[165]
Multiple district

networks
(unlocated)

Daily scheduling
Economic and
environmental
multi-criteria

Simulation with
models

Deterministic,
MINLP, solvers

comparison
CPLEX

[166]
Commercial

building (Wuhan,
China)

Control (MPC)
Economic criterion

Simulation with
historical weather

and demands

Deterministic,
MILP and MINLP,

GA, PSO
Gurobi

2.2.5 Other Terms
In addition to the four main approaches discussed here, other terms appear—sometimes

accompanying the previous ones—in publications whose research topic and scope are related to
the kind of problems analysed so far.

An example of this are the so-called cyber-physical systems (CPSs), a new concept that
integrates many ideas of control and automation engineering, computing techniques, and in-
formation and communication technologies. Most of the scientific contributions are focused
on proposing conceptual models, control and communications architectures, or cybersecurity
and computational techniques (blockchain, big data ...), but there are others on production
systems, such as the electricity grid [167], which are by definition CPS when interacting with
computer control components and communication networks. In particular, there are examples of
controlling the thermal supply in residential networks [168] or integrating energy management
in industry [169].

Furthermore, the terms energy dispatch [170], economic dispatch [25, 171], optimal dispatch
[172], and resource allocation [173] are employed for applications similar to those of MESs
and EHs, and there are even articles in which none of the above terms is expressly mentioned
including energy management in houses [74], distribution networks [174], and controlling
coupled plants via practical nonlinear model predictive control (PNMPC) [175]. The eTransport
model is another example which, according to their authors [91], has been developed “around
case studies submitted by the industrial sponsors", long before MGs, VPPs, EHs, MESs started
to grow in popularity. Only one of those is presented in Table 2.5, which compiles ten articles,
cataloguing their characteristics.

Table 2.5. Classification of the reviewed literature including other terms related to DPS

Ref. Context Scope Test Modelling and
optimisation Software

[74]
Off-grid house

(Hesarak, Tehran,
Iran)

Design (yearly
scheduling)

Economic and
reliability

multi-criteria

Simulation with
historical demand Deterministic HOMER

MATLAB®
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Table 2.5. (Continued). Classification of the reviewed literature including other terms related to
DPS

Ref. Context Scope Test Modelling and
optimisation Software

[91] Residential areas
(Norway)

Scheduling (exp.
planning)

Economic criterion
(emissions penalty)

Simulation with
historical prices

Deterministic,
MILP, DP

eTransport
(C++ +

COIN +
MS Access +

MS Visio)

[168] Residential areas
(unlocated)

Control and
scheduling

Economic criterion

Simulation with
models

Deterministic,
heuristic rules,

MILP

Not
mentioned

[169]
Battery

manufacturing
plant (unlocated)

Control (MPC)
Economic criterion

Simulation with
historical demand

and prices

Deterministic,
MINLP

Not
mentioned

[170]
Regions, IEEE and

PEGASE test
systems (Europe)

Control or
scheduling

Economic criterion

Simulation with
models

Deterministic,
SOCP, Benders
decomposition

GAMS
MOSEK

MATLAB®

[171]

IEEE 6-bus and
118-bus test

systems
(unlocated)

Daily scheduling
Economic criterion

Simulation with
models

Probabilistic,
MINLP, CC CPLEX

[172]
District heating

network
(unlocated)

Daily scheduling
Economic criterion

Simulation with
models

Probabilistic, CC,
MILP, Benders
decomposition

CPLEX
YALMIP

[173]

Different
production plants

(INEOS, Köln,
Germany)

Control or
scheduling

Economic criterion

Simulation with
models

Deterministic,
LQP, Lagrange

multipliers

Not
mentioned

[174]

Hybrid power plant
including IEEE
39-bus system

(unlocated)

Daily scheduling
Economic, RES

usage and security
multi-criteria

Simulation with
historical demands

Deterministic,
heuristic rules,
MILP, Benders
decomposition

Not
mentioned

[175]
Greenhouses and

desalination
(Almeria, Spain)

Control (MPC)
Energetic criterion

Simulation with
historical demand

and weather

Deterministic,
PNMPC MATLAB®

2.3 Holistic View of Production Systems
In order to elaborate on the results that summarise the characteristics of the reviewed papers,

a bar chart for each of the columns in the previous table is included below (Figures 2.3–2.8).
For visualisation reasons, the scope column has been split into two charts, according to the
objectives (Figure 2.5) and the criterion (Figure 2.6), as considered in Section 2.1. Note that,
except in Figure 2.7 and 2.8, each chart encompasses seventy publications in total, which are
matched with just one of the label on the vertical axis as explained below. In Figure 2.7 and
2.8 publications can be counted more than once since they either combine or compare different
models and resolution techniques or use more than one computer program. The subsequent
paragraphs describe these charts and include, between brackets, the total number of articles
within each category.
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According to Figure 2.3, most work is developed within the context of districts and urban
areas (20), followed by benchmark cases (13) which include, among others, experimental MGs
and IEEE test systems. The publications that comprise theoretical systems and those whose
framework is not clearly delimited have been included into the “Others” category (15), which is
the second in importance. The production systems of industries (7), buildings (8) and region and
countries (7) are treated in a fewer, but significant, number of articles.
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Figure 2.3. Classification summary of the most usual contexts in the reviewed papers

As mentioned in Section 2.1, the objectives considered here are so interrelated that they may
appear together. For this reason, Figure 2.4 is arranged in a hierarchical form in which if a
work shares more than one objective, only the upper label on the vertical axis is considered.
To illustrate this point, consider for example references [78] and [170] in Table 2.5: they have
been classified as “Design” and “Scheduling” respectively. In essence, scheduling comprises
a meaningful number of publications (38) if compared with the remaining objectives, namely
design (15), control (14) and modelling, which is the basis for most control and designing
techniques, but it appears independently only in certain analysis and simulation studies (3).

This is partially due to the fact that many applications are related to the electricity markets,
whose operation consist of hourly bids for selling/purchasing energy that are scheduled in
advance. Another singular fact is that proportionally more control strategies seem to be applied
on MGs, probably because they include more tractable elements in comparison with other
approaches on large scale systems, the low-level controllers of which are neglected.

With regard to the criteria applied in each work, Figure 2.5 shows an overwhelming majority
of the economic one (43) in single criterion cases, over the others (energetic, with 7 publications,
and emissions, with 2), due again to the fact that money is the main incentive in electricity
markets. It is still considered even in many multi-criteria (12) and criteria comparison (6) studies,
which are categories that encompass heterogeneous criteria as further detailed in Tables 2.1–2.5.
Considering as single criterion CO2 or other gases emissions and energetic issues is usually
related to design and control strategies.

Considering the kind of tests presented in Tables 2.1–2.5, Figure 2.6 is arranged into four
categories. Most authors employ measurements from real system or databases related to them
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Figure 2.5. Classification summary of the most usual criteria in the reviewed papers

as inputs for the model they use in simulation environments (44). Regardless of the number
of sources, “Simulation with data" means that at least part of the inputs come from historical
records (price, production, demand, weather conditions...). In other cases, data are obtained
through models (seasonal or mean values, predictive models...) or their origin is not explicitly
mentioned (23). Finally, in a small number of cases related to scheduling or control techniques,
real experiments are carried out over the systems (2) or they do not perform any test (1).

Owing to the heterogeneity in the terms included in the “Modelling and optimisation" column,
readers are referred to Figure 2.2 in order to understand the terms that appear in Figure 2.7. Note
that the six first constitute three binomial categories according to Figure 2.2 of which uncertainty
treatment was discussed in Section 2.1 and the two remaining, as well as the kind of technique,
can be easily characterised from the acronyms in Tables 2.1–2.5. At this point, the authors
would like to remark that these aspects could not be fully analysed because of the scarcity of
information in some papers, which hinder this task. They have been disregarded in the linearity,
continuity and techniques categories in Figure 2.7.
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Most publications use deterministic (56), linear (34) models with integer variables (43),
solving the problem through analytical methods (56). Continuous formulations are not abundant
(12) since the capacity to model certain devices is limited, and neither do heuristic (3) and
meta-heuristic (10) approaches because of their sometimes-higher computational burden or their
possible convergence to sub-optimal results. In contrast, probabilistic (17) and nonlinear (23)
models, which tend to represent real systems with major fidelity, appear with frequency.

1

4

7

7

2

5

5

6

12

1

12

8

3

4

7

9

10

1

2

13

10

5

4

10

2

14

2

11

10

1

5

8

3

12

1

1

10

8

1

5

4

2

8

0 20 40 60

Heuristic

Meta-heuristic

Analytical

Non-cont.

Continous

Nonlinear

Linear

Probabilistic

Deterministic

Number of publications

M
o
d

el
li

n
g

 a
n
d

 o
p

ti
m

is
at

io
n

MG VPP EH MES Other terms

Figure 2.7. Classification summary of the uncertainty treatment, continuity (use of integer
variables), linearity and techniques in the reviewed papers
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Lastly, the names of the tools and programs that are used in more than one work are compiled
in Figure 2.8, whereas those which do not are considered all together under the “Others" label
(14). CPLEX is the principal choice for many authors (29), followed by GAMS (11) and AMPL
(2) as optimisation packages that include both a modelling layer and basic solvers that can be
used in combination with other software. Apart from these, Gurobi appears as another important
optimiser (5), although it relies on other tools for programming the model. MATLAB® is
the second noteworthy program (25), extensively employed in engineering and with its own
programming language, for which other developers provide optimisation-assisted modelling
tools such as YALMIP (7) and TOMLAB (2). HOMER (2) and Energy Plus (5) are the only
relevant engineering software mentioned in the reviewed articles, although there is however also
a substantial number of them that do not allude to any software (13).
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Figure 2.8. Classification summary of the most usual software in the reviewed papers

2.4 Related Research Groups and Projects
There are many groups and projects at national and international level which merit attention

because of their scientific contributions to the field of distributed production systems, especially
when it comes to EHs and MESs. However, for practical issues, it is not the purpose of this
section to make an exhaustive list of them, but only to cite the most relevant ones either because
some of their members gave birth to papers that have become a milestone, with plenty of cites
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from other publications, or just because they have come into sight during the bibliographic
review and the research work of this thesis.

At European level, the Energy Science Center (ESC) integrates numerous research groups
from the Swiss Federal Institute of Technology, from German Eidgenössische Technische
Hochschule (ETH) Zurich (Switzerland), among which the Electrical Systems Laboratory stands
out for past contributions related to EHs, led by Göran Andersson (Professor Emeritus since
2016) and Martin Geidl [17, 18, 176], who proposed and have disseminated such term since 2006.
Some recent projects, as IMES and AFEM [177], have dealt with the decentralised production
of electrical energy integrating renewable sources, emphasising the evaluation of MESs and
their markets with perspectives for the future. They have been further in two new projects
where platforms for modelling (Figure 2.9) and control of energy systems are being developed.
Similarly, the Urban Energy Systems Laboratory [178], which belongs to the research centre
Empa, has been involved with Energy Science Center (ESC) and dedicates its time to researching
integrated MESs, with several works published over the last few years [20, 67, 72, 95, 179].
Both the ETH Zurich and Empa participate in the proposal of the Swiss Competence Center
for Energy Research on Future Energy Efficient Buildings & Districts [180], which is closely
related to the above-mentioned projects.

Figure 2.9. Vision of the Integrated Energy Systems Modelling Platform from the ESC. Source:
ESC Research Projects [177]

Another representative research group in Europe, from the University of Manchester (United
Kingdom (UK)), is the Electrical Energy and Power Systems Group [181] where a significant
number of the works cited in this thesis have been performed during this decade [16, 32, 38,
154, 156, 157, 162, 163, 182, 183], and whose efforts are focused on the design and operation of
power-system plants, and future smart transmission and distribution networks. Actually, the term
MES was coined by Professor Pierluigi Mancarella [16], former member of the group, and the
group took part in the already finished DIMMER project [184].

Additional research projects under the “Horizon 2020” and previous programmes can be
found on the Community Research and Development Information Service (CORDIS) website
[185], including a global map elaborated by the Joint Research Centre (JRC) [186] “with the
most comprehensive inventory of smart grid projects in Europe”, where the aforementioned
DIMMER and IMES appear. There are, however, some that cannot be found through this tool
because they do not specifically tackle smart grid-related issues, but they still are intended to
provide solutions for MESs.
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For example, the SmarThor project, undertaken by the association of Belgian partners Ener-
gyVille, deals with the development of a platform with which controlling an experimental MES
[187]. Also, the TU Dortmund and the RWTH Aachen, from Germany, have been immersed
in far-reaching projects as DYMASOS [188], CoPro [189], Plan4Res [190] and PlaMES [191],
among whose objectives are the development of tools and methods for optimal planning and
management of industrial complexes and energy systems. In this regard, the MESCOS simulator
that was devised in the RWTH Aachen, allows the analysis of MES including district-scale gas,
electricity, and heat supply, for which could constitute a basis for those projects.

At Spanish level, the Industrial Automatics and Robotics Group of the University of Seville
works in optimal energy management in MGs through MPC [24, 115, 116, 122, 192–195] and
participated in the DYMASOS project; the Control and Supervision of Processes Group of
the University of Valladolid on modelling, simulation, control, and optimisation in industrial
processes [68, 69] and participated in the CoPro project; and the Advanced Control Systems
Group of the Polytechnic University of Catalonia on applying MPC techniques and game theory
for water management [196, 197], to name a few. Beyond Europe, it could be highlighted the
Power and Energy Systems Group from the University of Waterloo (Canada), whose lines of
research consist of distribution systems planning and management [73, 198]; and the Research
Group on Renewable Energies from the Federal University of Santa Catarina (Brazil), whose
application areas include the automation and control of renewable energy systems [23, 24, 70,
150] and was the host institution during the three-months stay of the PhD candidate.

2.5 Other Subjects of Interest: Resource Prediction Models
Given the amount of different technologies involved in distributed production systems, this

section is aimed at just providing a short overview, which does not need to be exhaustive for
the purpose of this thesis, of some of the ones that are more relevant, which are employed in
the plant analysed in Chapter 7. In particular, the model presented in Chapter 4 would require
forecasting the availability of supplies (i.e. inputs) such as solar radiation and the loads or
demanded resources, namely electricity, water, thermal power, etc. when employed in MPC
schemes to operate the plant. Although the approach considered in this thesis is limited to a
deterministic scenario where the forecast data are replaced by historical records, a basic review
was conducted in order to introduce the readers to some of the methods and models usually
employed in the literature to obtain those predictions.

To start with, among the different criteria by which models can be classified, the distinction
between first principles and data-driven modelling is widely used because of its correlation with
the knowledge of the system to be modelled, which is probably related to the main question that
researchers and engineers need to answer about the model: How much time and effort should be
put into achieving a suitable level of detail for a particular application? Czop et al. discussed the
main characteristics of both modelling approaches and their hybridisation into a new category
(grey-box models) [199].

Mathematical models based on first principles (also called transparent-box models) are for-
mulated from physical, chemical, and biological fundamentals in form of differential, difference
or partial derivative equations. Some authors identify in them three categories of parameters:
geometrical, physical, and phenomenological. As Czop et al. define:

Geometrical and physical parameters are deduced from construction or operational docu-
mentation. The phenomenological parameters are the adjustable ones, which are estimated
or adjusted based on their roughly known values [199, p. 179].
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Their main drawbacks are that they require a deep a priori understanding of the underlying
phenomena occurring in each process to derive those equations and the difficulty to determine
the phenomenological parameters. They are however quite useful, especially for simulation,
because they allow providing a detailed insight of the system to other non-experts and figuring
out its behaviour regardless of the operation conditions (i.e. from fewer experimental datasets).

On the contrary, data-driven models (also called black-box models) establish mathematical
relationships without considering the inherent nature of the system, by using statistical, fitting
and machine learning techniques on sets of experimental data. As Gil remarks:

In this case, their validity and performance strongly depend on a good selection of the
dependent and independent variables, an adequate design of the experiments to be performed
in the real facility, and an appropriate selection of the structure of the model [200, p. 12].

But, as long as the number of datasets is enough to cover the whole range of operation of the
system and any variation on the external conditions, this kind of models are much more rapid to
develop and deploy.

2.5.1 Solar Radiation
The two main forms to yield energy from the sun have been the topic of numerous publications:

solar thermal and PV systems. Both share the bases of how solar radiation reaches the surface
of the earth and interacts with its atmosphere, although the subsequent production process is
modelled according to the physics behind each technology.

Many of the prediction tools with a certain degree of accuracy require to know the amount
of radiation on tilted surfaces, for which different models have been proposed, as shown in
Duffie and Beckman’s book [201]. The simplest version considers isotropic atmosphere and
distinguishes at least between direct radiation, which does not interact with the atmosphere, and
therefore its direction depends solely on the terrestrial location (latitude and longitude) of the
said surface; and diffuse radiation, whose direction differs from direct radiation’s due to the
phenomena of reflection, absorption, refraction, etc. To calculate both components, it must be
taken into account the meteorological conditions together with other geometric factors such as
the earth’s orbit, or the movement and the inclination of its axis of rotation.

The same book includes more information about solar production technologies and several
basic concepts on PV solar energy [201], although other sources offer more detail on the latter
ones as well as their application in practical situations [202]. In these cases, production is usually
estimated based on the parameters offered by the manufacturers and on the equivalent circuit for
PV cells, as did de Soto et al. to estimate performance [203].

Other approaches consist in using data-driven or statistics model, rather than physical, such
as time-series analysis [204] and neural networks [205], sometimes within hybrid approaches
that include autoregressive moving average models [206, 207]. Furthermore, when tackling
this problem, it is necessary to be clear about the frequency and prediction horizon, since they
determine the choice of the type of model. For example, Perez et al. used a numerical climate
model, as a result of a process of different prediction stages, for a horizon of up to six days and
another model, based on the analysis of satellite images instead, for the short-term prediction of
up to six hours.

2.5.2 Energy, Water and CO2 Consumption in Agro-Industrial Districts
In practical applications, operating MESs and EHs requires forecasting their energetic and

material needs from real-time information, which is pertinent to the nature, complexity, and scale
thereof. This subsection outlines some of the methods employed to predict them in buildings and
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greenhouses, the consumers of the ENERPRO and CHROMAE projects with a higher degree of
uncertainty due to stochastic phenomena: these are the weather and the human behaviour.

A compilation of the methods for predicting consumption in buildings distinguished up to
five types, which are actually in line with the criterion mentioned at the beginning of Section 2.5:
engineering methods, which are based on first principles; statistical methods, artificial neural
networks, support vector machines, which correspond to data-driven models; and grey models
(hybridisation of the two main approaches) [209]. Engineering methods intend to determine the
energy dynamics of the entire building or its rooms from thermal equations and there is usually
a distinction between detailed and simplified methods. Whilst the former ones use complex
functions to precisely calculate energy consumption (including information on outdoor weather
conditions, the building’s construction material, its use and comfort needs), the latter try to
reduce the number of model variables by simplifying, for example, the climatic conditions when
the internal thermal loads are dominant, which makes them principally useful when there is a
lack of information about some of the model’s inputs. They are expressly appropriate when it
comes to determining the thermal loads because of their direct relation to the meteorological
conditions, but they may result inaccurate to catch certain power consumption patterns related to
human events. Statistical methods, and analogously the rest of methods, try to correlate energy
consumption or indicators with certain influence variables, such as weather conditions, for which
it is necessary to have historical data and they include, among other techniques, Fourier series,
multiple linear regression, or auto-regression.

The demand for water in urban environments has been an object of study from temporal
and spatial perspectives since the last century [210]. House-Peters and Chang presented an
in-depth review of the publications on this topic, together with a summary of the methods and the
explanatory variables commonly used, namely ambient temperature, precipitation, wind speed,
evapotranspiration, water price, rate structure, population growth and income, in the case of
temporal analyses; and age, household size, education, floor area, number of bedrooms, size of
outdoor space, outdoor pool or garden, proportion of single-family households, housing typology,
normalised difference of vegetation index, urban heat island, and conservation policy, in the
case of spatial analyses. The complexity of the models scrutinised in their review ranges from
individual domestic to regional consumption, and the time scale from hourly to quarterly or
seasonal consumption. Furthermore, most of them are based on data-driven analysis, mainly
regressions, whereas the ones based on first principles seem to have been relegated to an inferior
place by the scientific community [210]. Regarding the former ones, Herrera et al. performed
a comparison of models (artificial neural networks, projection pursuit regression, multivariate
adaptive regression splines, support vector regression, random forests, and a weighted pattern-
based model) to forecast the hourly urban water demand of a city spotted in the south-east of
Spain, identifying support vector regression models as the most accurate, closely followed by the
multivariate adaptive regression splines, projection pursuit regression and random forest models
[211].

Regarding greenhouses, there is extensive literature on how to evaluate their energetic and
material needs but, for the purpose of this section, most of the information has been extracted
from a book co-authored by the supervisors of this thesis [212]. As Rodríguez et al. enlightened,
the main demands correspond to thermal energy (cooling and heating), water and CO2, which
are directly related to the inside climate and therefore, indirectly, to the crop growth; that is,
depending on the type of yield, the main variables that need to be kept within certain ranges
are temperature, humidity, and CO2 concentration in the air. Rodríguez et al. explain in detail
the mass and energy balances occurring inside the greenhouse from which those variables can
be computed over time (first principle models), for example: the thermodynamic behaviour
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of the greenhouse is determined from the incoming radiation and the heat transfer processes
between the air, the cover, and the soil; the humidity and the water needs are usually calculated
from the evapotranspiration, which can be forecast by coupling the climatic model with the
crop’s; and the CO2 concentration from the photosynthetic activity of the plantation. Apart
from the dynamic equations governing these phenomena, Rodríguez et al. indicate that there
are alternative models: on the one hand, what they call pseudo-physical climate models, similar
to the simplified engineering methods for buildings; and, on the other, data-driven models that
include linear models obtained from the step or impulse response of the system, linear fuzzy
models, nonlinear Volterra models, and nonlinear artificial neural networks. In any case, the
same forecast variables (temperature, humidity, and CO2 concentration) allow quantifying the
energetic and material needs.

There other resources that are treated as inputs to the greenhouse, such as fertilisers or
herbicides, which will not be taken into account in this thesis (although they fit in the proposed
modelling framework) because their integration into distributed supply networks, in economic
and legal terms, is not probably viable nowadays. However, in greenhouses with a certain degree
of development or automation, especially when they make use of equipment like dehumidifiers,
artificial lighting, forced ventilation, or electric-powered heating systems, neglecting the electric
consumption might not be reasonable. As this tends to depend on the usage of the actuators
employed to control the variables mentioned in the above paragraph, they can be as well
quantified from the crop’s model and needs, which is the approach taken by Rodríguez et al. to
obtain the cost incurred by the actuators [212].

2.6 Contributions and Related Publications
The content of Sections 2.1–2.3, which gave rise to the article that has been submitted to

IEEE Access [45], analyses the most remarkable common elements (employed terminology,
context, research purpose, mathematical models, optimisation strategies, and tools) that can be
found in publications related to this. They have been first defined and characterised, and then
used to classify seventy of the works available in the current literature in tabular form and to
elaborate graphs accounting for all the assessed aspect, which allows to present a holistic view
on distributed production systems to the reader. On the other hand, Section 2.4 gives visibility to
some of the already consolidated groups in this field, and Section 2.5 provides a short overview
of the forecast models developed by other authors for some of the production technologies
involved in the following chapters.
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Chapter Summary
In Chapter 1, the ENERPRO and CHROMAE projects and their relation with this thesis were

briefly described. In this chapter, the facilities that compose the demonstration and reference
plants in each project are described with special attention to the parameters employed or assumed
in the subsequent chapters. The size of these plants (see Figures 1.3 and 1.2), the kind of resources
interchanged, and the presence of elements such as the greenhouse and the desalination plant
allow their designation as agro-industrial cluster or district. Although some of these facilities
are physically apart, they will be considered a single ensemble which can be modelled under
the proposed framework. Sections 3.1, 3.4 and 3.5 introduce the building of the Solar Energy
Research Centre (CIESOL), a PV parking and an electric vehicle located at the University of
Almeria campus, respectively; Section 3.2 two of the desalination plants and nanofiltration plant
at the facilities of the Solar Platform of Almeria (PSA); and Section 3.3 two greenhouses, one
located at the Experimental Station of the Cajamar Foundation and the other at the Andalusian
Institute for Agricultural and Fishing Research and Training (IFAPA). Most of the information
regarding these facilities was collected and can be found in the master’s thesis presented in 2017
[57].

3.1 CIESOL building
The Solar Energy Research Centre (CIESOL) was founded in 2005 thanks to an agreement

between the University of Almeria and the Centre for Energy, Environment and Technology
(CIEMAT) of the Ministry of Economy and Competitiveness [213]. The centre is located at the
University of Almeria campus (36.83ºN, 2.41ºW), in a building which receives the same name
as the centre: CIESOL building (Figure 3.1). This has a total surface area of 1071,92 m2, laid
out on two floors, and was built following bioclimatic criteria, incorporating several energy-
saving passive and active strategies. A vast network of sensors allows recording and monitoring
information in order to determine, or at least estimate with a high degree of confidence, CIESOL’s
energy consumption, outdoor and indoor climate conditions, and occupancy, among others.
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Figure 3.1. Backside picture of the CIESOL building where the photovoltaic field and the field
of solar collectors are visible in the rooftop

Although the main facilities and their features are summarised below, readers are referred
to Castilla et al.’s book which contains a detailed description of CIESOL [214]. The PV field
counts with forty-two Atersa A-222P modules, facing south (azimuthal angle of 21º east), with
a surface area of 1,63 m2 and a slope angle of 22º, and distributed in three arrays of fourteen
collectors each connected in series (seven on the left and seven on the right at the highest part of
the roof, as shown in Figure 3.1). Each array feeds a CICLO-3000 inverter where the electrical
parameters related to production are measured and sent to a database, mainly direct current and
voltage and alternate current and voltage at each inverter.

The solar-assisted air-conditioning and heating system, whose schematic is available at
CIESOL’s website [213], consist of eighty Solaris CP1 flat solar collectors, facing south (az-
imuthal angle of 21º east), with surface area of 2,02 m2 and a slope angle of 30º, and distributed
in ten arrays of eight collectors each (five arrays left and five right in Figure 3.1, behind the
PV field); a YAZAKI WFC SC20 absorption machine (LiBr-H2O) with a cooling a capacity
of 70 kW and a performance between 0,7 and 0,9 (depending on the operation conditions); a
SULZER EWK 100 cooling tower with a capacity of 170 kW; two storage tanks for hot water
with a capacity of 5000 L each; an auxiliary heater with a capacity of 100 kW; two CIPRIANI
Scambiatori heat exchangers with a capacity of 100 kW each; another two storage tanks for
cold water with capacities of 2000 L and 3000 L; an underground cooling system; and the set of
fan-coils distributed inside the building. There is also a support Ciatesa Hidropack WE 360 with
cooling and heating capacities of 76,4 kW and 82,6 kW, respectively, and electric consumption
of 26 kW (coefficient of performance of 2.73 and energy efficiency ratio of 3.23).

The meteorological station located in the rooftop measures outdoor temperature, relative
humidity, solar radiation (including the component used in Chapter 5), or wind speed, among
other variables. There are also some redundant sensors placed in the ventilated façades of
CIESOL (facing South-East) in order to improve the accuracy of those measurements. +
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Regarding the remaining sensors, indoor air temperature, relative humidity, and CO2 concen-
tration can be gauged in certain points inside the building and six of the fan-coil units (located in
two offices, three laboratories and the meeting room) incorporate flowmeters and thermocouples
to estimate the amount of thermal power supplied to the room.

3.2 Solar Platform of Almeria

The Solar Platform of Almeria is the largest centre destined for the research, development and
testing of concentrating solar technology [215], located at the municipality of Tabernas, Almeria
(37.09ºN, 2.35ºW). It dates from 1981, when founded by the International Energy Agency (IEA),
but it was not until 1987 that became part of CIEMAT, which today integrates and organises
the activities carried by each of the PSA’s divisions: the Solar Concentration System Units,
the Thermal Storage and Solar Fuels Unit, the Solar Desalination Unit, and the Solar Water
Treatment Unit. Among their facilities (Figure 3.2), there are three involved in the development
of this thesis that belong to the latter two units: the multi-effect distillation (AQUASOL system),
membrane distillation, and nanofiltration plants.

Figure 3.2. Aerial view of the Solar Platform of Almeria where the facilities involved in this
thesis can be spotted at the right bottom part of the picture
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3.2.1 AQUASOL system
The AQUASOL system consists of a fourteen-stage multi-effect distillation unit (Figure 3.3a)

designed, manufactured and installed by ENTROPIE in 1987, with forward feed configuration,
a nominal feed flow of 8 m3/h, a distillate production of 3 m3/h, and a thermal consumption
of 200 kW [216]; a double-effect absorption heat pump (LiBr-H2O) from the same company,
which is connected to the last stage of the distillation unit so that the low pressure steam is
recovered in order to reduce the amount of energy consumed by the system [217]; an ATTSU
RL200 fire-tube steam boiler that ensures the operation conditions in absence of solar radiation;
and a water thermal storage system and a field of solar collectors which have been renovated
during ENERPRO project. Initially, the system was composed of two tanks with a capacity of 12
m3 each and 252 CPC Ao Sol 1.12x solar collectors, with a total area of around 500 m2, but in
2015 the field was replaced by another one of sixty Wagner LBM 10HTF collectors, with a total
area of around 606 m2 and the same slope angle (35º), and the tanks by another pair with a total
capacity of 40 m3.

3.2.2 Membrane Distillation Pilot Plant
This plant (Figure 3.3b) was conceived for evaluating solar thermal desalination applications

and testing different commercial and prototypical membrane distillation modules, and readers
are referred to [218] work to extend the information given in this subsection [218]. The modules
can be fed from two solar fields of flat-plate collectors: one consisting of ten Solaris CP1 Nova
collectors with a total surface of 20 m2, and another of four Wagner LBM 10HTF collectors with
a total surface of 40 m2. Both are connected as well to an intermediate water storage tank of 1500
L which can act as a heat buffer for thermal regulation or be bypassed, when appropriate. The
installation is fully automated and monitored (inlet and outlet temperatures plus flows) allowing
the heat flow to be regulated up to a temperature of about 90 ºC. A separate water circuit can be
used for cooling purposes or for the steady-state operation of the plant, where the distillate and
brine flows are collected and mixed together to be fed again into the desalination modules.

3.2.3 Nanofiltration Pilot Plant
As in the previous case, PSA’s nanofiltration plant (Figure 3.3c) is used as a test bed for

water treatment experiments at pilot scale. It consists of three membranes which can work in
parallel or series, that is, the main stream of wastewater can be divided, in order to be filtered in
each membrane, or entirely pass from one to the next. In either case, this results in a permeate
stream (with low content of micropollutants that are able to break through the membranes) and a
concentrate stream (rich in them), part of which is fed back to the tank containing the wastewater
(recirculation stream). The system is configured to control the flow and electrical conductivity of
each stream (permeate, concentrate and recirculated), as well as the transmembrane pressure,
thanks to the pressure, temperature, and flow meters and to the valves installed at certain points
in the circuit. As the operation range of the plant depends on the amount of pollutants in the
water, indirectly determined by the electrical conductivity of the stream, readers are referred to
the most recent publication on this plant for further information, where the static behaviour was
tested using a feed stream (H2O + NaCl) with a conductivity of 2300 µS/cm [219].
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(a) (b) (c)

Figure 3.3. Experimental plants at the Solar Platform of Almeria involved in this thesis: multi-
effect distillation unit (a), membrane distillation (b), and nanofiltration (c) pilot plants

3.3 Industrial and Traditional Agricultural Production

As the scope of CHROMAE needed to involve the usual elements in the Almerian agricultural
ecosystem, from farmers to food industries, two types of greenhouses were selected for the
project (Figure 3.4): a Mediterranean traditional greenhouse of the Experimental Station of the
Cajamar Foundation (36.79º N, 2.72º W), colloquially known as Las Palmerillas [220], and
an industrial greenhouse of the Andalusian Institute for Agricultural and Fishing Research and
Training placed at one of their research centres in the municipality of La Mojonera (36.78º N,
2.71º W).

3.3.1 Las Palmerillas’s Greenhouse

This parral-type greenhouse [221] has a total surface area of 877 m2 (37.8 m × 23.2 m), a
polyethylene cover, automated ventilation with lateral windows in the northern and southern
walls, flap roof windows in each span, and fine-mesh anti-trip nets. The greenhouse orientation
is east–west, the crop rows are aligned north–south, and the cropping conditions are very similar
to the ones in commercial greenhouses, continuously monitoring several climatic parameters
within the greenhouse. Outside, a weather station measures air temperature, relative humidity,
solar radiation, liquid precipitations, and wind speed. In addition, the greenhouse has a heating
system consisting of a GP 95 propane heater and a Missouri 150000 multi-fuel boiler, which is
part as well of the CO2 storage and enrichment system [222].

3.3.2 IFAPA’s Greenhouse

It is a gable multi-span greenhouse of 1000 m2 of surface area with an exchangeable plastic-
mesh cover, and east–west orientation. As in the other greenhouse, several climatic parameters
(including temperature, humidity and CO2 concentration) are constantly monitored inside the
greenhouse and it has a hybrid heating system integrated by a biomass boiler of 225 kW, a
thermal production system (with a main storage tank of 7 m3 and an inertial tank of 2 m3), a CO2

storage and enrichment system, and a weather station which measures the same variables as Las
Palmerillas’s station.
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(a) (b)

Figure 3.4. Experimental greenhouses involved in this thesis: Las Palmerillas’s Greenhouse (a)
and IFAPA’s Greenhouse (b)

3.4 Photovoltaic Parking
The PV parking of the University of Almeria (36.83ºN, 2.40ºW), shown in Figure 3.5a,

consists of ten arrays of 483 Conergy PA 240P modules (twenty-one in series and twenty-three
in parallel) connected to a Fronius Agilo 100 inverter (4830 modules and ten inverters in total)
for production purposes, as well as another three arrays, for experimental testing, connected to
their respective Fronius IG Plus 55v3 inverters, and distributed as follows: twenty-four Conergy
PA 240P modules (twelve in series and two in parallel) in the first group, twenty-four Conergy
Power Plus 240M modules (twelve in series and two in parallel) in the second and seventy-two
First Solar FS-380 modules (eight in series and nine in parallel) in the third. All the modules
have a slope angle of 7º and are facing south (azimuthal angle of 21º east).

3.5 UAL-eCARM Electric Vehicle
The so-called UAL-eCARM (Figure 3.5b) is an electric vehicle manufactured by Changzhou

Greenland Vehicle Co. Ltd. (LITA GLe2-2S model) which has been tweaked over the last years
in order to make it an autonomous vehicle. According to the manufacturer’s specifications, the
prototype weights 460 kg without the batteries (760 kg with them) and has an autonomy of 90
km and a maximum speed of around 45 km/h.

The extra hardware components consist of voltage and current meters to measure energy
consumption and monitor the state of the batteries, different sensors for navigation and mapping
(GPS and inertial measurement units, several encoders for steering control and odometry, a pair
of cameras and a laser which are part of the artificial vision system), and two motors which
compose the new drive-by-wire system (one at the steering column and the other one connected
to brakes’ hydraulic system) [223]. The car still maintains its original 48-volts motor of 4,3 kW,
which is controlled through a potentiometer, so that none of the pedals is functional any more.
Two embedded computers serve as an interface for all these peripherals, under the OpenMORA
architecture. Owing to its deterioration, the original batteries were recently replaced by a new
pack of eight batteries model 6V-GEL, fabricated by Trojan Battery Company [123].
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(a) (b)

Figure 3.5. Photovoltaic parking (a) and electric vehicle (b) at the University of Almeria
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Chapter Summary
This chapter contains a broad description of the models programmed in MATLAB® for the

tool presented in Chapter 6 and the case study of Chapter 7. Section 4.1 details the insights of
the modelling proposal of this thesis to represent EH and Section 4.2 formalises the management
strategy aimed at achieving the lowest operation cost of the EH. In Section 4.3 the formulation
of the former sections is extended to be applied for performing equivalent analyses in networked
EHs. Section 4.4 offers helpful information on how to define the parameters of the model
proposed in the previous sections and Section 4.5 compiles the conceptual models of the
distinguishable EHs in the CHROMAE project.

4.1 Modelling of Energy Hubs
In broad terms, the models of most EHs represent energy and mass balances between a set of

input resources that can be transformed into another set of output resources. These resources are
represented mathematically through variables which constitute the respective input and output
vector elements. The basic relationship proposed by Geidl and Andersson [18] is based on a
coupling matrix C that represents the conversion process between multiple energy carriers in
steady-state (L−CP = 0), where P are the input powers or sources and L the output powers
or loads. The coefficients of this matrix are given by the product of the efficiencies of all the
conversion units or devices that intervene in the conversion and the so-called dispatch factors
that need to be introduced whenever one energy carrier splits up to several flows inside the EH.
Additional constraints may consider power limits, the presence of storage systems, and necessary
energy balances among these dispatch factors.

This has led to formulations that have progressively introduced elements to represent conver-
sion and storage processes more accurately but share a similar basis. Actually, there is usually
a distinction between the conversion and storage models [19] and the systems represented are
supposed to contain their devices close enough to assume that resource losses only occur in
conversion and storage processes. In order to formulate a linear model, the use of dispatch
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factors [18] must be avoided; thus Parisio et al. suggested introducing as many variables as there
are conversion devices, rearranging the input vector and the coupling matrix in a new equation
which relates them to the output vector [19]. A similar approach was adopted by Evins et al.
which combined an input–output equation with the one proposed by Parisio et al. [20].

In contrast to other proposals in the literature, such as Parisio et al.’s, the model developed in
this thesis defines a “path vector” whose elements are decision variables for each possible path
between inputs and outputs [41]. This allows avoiding the nonlinear relationships of Geidl and
Andersson’s model when two dispatch factors are multiplied in the coupling matrix [18], and
to formulate the conversion model of complex EHs more simply, with fewer decision variables.
The input and internal flows are obtained from the elements of the path vector and suitably
defined coupling matrices. Some outputs or loads can be considered dependent on the fact that
certain device is turned on or off, which was taken into account in the model by arranging Geidl
and Andersson’s equation L − CP = 0. All the equations that encompass these and other
circumstances are presented below, although, for the sake of simplicity, most of them will appear
here in matrix notation. In addition, the term “power” will be superseded by “flow” or just
omitted, since not only energy carriers are considered, but also material resources. Furthermore,
the novel elements introduced have been highlighted in blue in Fig. 4.1

Considering the most common elements in previous approaches (represented in black in
Fig. 4.1), the conversion and storage model of a general EH needs a minimum set of variables
representing the structure of the system to be defined. Therefore, let Ni represent the number of
input flows, No the number of output flows, Np the number of paths between these inputs and
outputs, and Nd the number of conversion devices with a total amount of Ndi input flows and
Ndo output flows. Also, the equations are represented in discrete time, with a uniform sample
time T = t(k + 1)− t(k), where k constitutes any discrete-time instant.

Figure 4.1. Schematic diagram of a general EH with storage at the output ports. The novel
elements introduced in this thesis are highlighted in blue: binary variables attached to certain
outputs, paths between the inputs and outputs, and output resource sales.
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4.1.1 Conversion Model

The conversion processes need to satisfy balance conditions at each time step, as stated in
Equation (4.1),

δO(k)O(k) +M(k) = C(k)P (k)−Qch(k) +Qdis(k), (4.1)

where P is the Np × 1 vector of flows between inputs and outputs or “path vector”, M is the
No × 1 vector of market sales flows,O is the No × 1 vector of output flows,Qch is the No × 1
vector of charge flows,Qdis is the No × 1 vector of discharge flows, C is the No ×Np coupling
matrix, and δO is the No ×No binary diagonal matrix of output activation.

Additionally, the relationship between the internal P vector flows and both the input flows to
the EH itself must be established, as defined in Equation (4.2), and the input–output flows in
each device, as given in Equations (4.3) and (4.4),

I(k) = CiP (k), (4.2)

Di(k) = Cdi(k)P (k), (4.3)

Do(k) = Cdo(k)P (k), (4.4)

where I is the Ni × 1 vector of input flows,Di is the Ndi × 1 vector of devices’ flows (referred
to their inputs),Do is the Ndo × 1 vector of devices’ flows (referred to their outputs), Ci is the
Ni ×Np input coupling matrix, Cdi is the Ndi ×Np device coupling matrix (referred to their
inputs), and Cdo is the Ndo ×Np device coupling matrix (referred to their outputs). Note that
in Reference [41] only one equation was defined, instead of two, to limit the flows through the
devices of the EH.

Except vectorO, which a priori does not contain decision variables (see Subsection 4.1.4 for
the opposite case), and vector P , which is indirectly limited by the production capacity of the
conversion devices from the following equations, the remaining vectors need to be constrained
in order to ensure that the conversion devices do not exceed their defined capacities. That is the
raison d’être of Equations (4.5)–(4.8),

Mmin(k)δM (k) ≤M (k) ≤Mmax(k)δM (k), (4.5)

Imin(k)δI(k) ≤ I(k) ≤ Imax(k)δI(k), (4.6)

Dmin
i (k)δDi

(k) ≤Di(k) ≤Dmax
i (k)δDi

(k), (4.7)

Dmin
o (k)δDo(k) ≤Do(k) ≤Dmax

o (k)δDo(k), (4.8)

where the superscripts “max” and “min” refer to the upper or lower limit of each vector (for
instance, Imax determines the maximum amount of resources that can enter the EH), and the
rest of δ symbols define diagonal binary variables that indicate if the flow is allowed or not. In
particular, δM is the No ×No binary diagonal matrix of market sales flow activation, δI is the
Ni ×Ni binary diagonal matrix of input flow activation, δDi

is the Ndi ×Ndi binary diagonal
matrix of devices’ flow activation (referred to their inputs), δDo is the Ndo×Ndo binary diagonal
matrix of devices’ flow activation (referred to their outputs).
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4.1.2 Storage Model
In order to properly meet resource demand, most previous models in the literature introduce

storage devices, as represented in Fig. 4.1. The storage dynamic is assumed to be linear and,
without loss of generality [176], devices are considered to be located only at the output flows.
The storage processes need to satisfy balance conditions between consecutive time steps, so that
the state of the system varies according to the amount of resources charged or discharged, as
stated in Equation (4.9),

S(k + 1) = Cs(k)S(k) +Cch(k)Qch(k)−Cdis(k)Qdis(k), (4.9)

whereQch is theNo×1 vector of charge flows,Qdis is theNo×1 vector of discharge flows, S is
the No× 1 vector of stored resources,Cch is the No×No diagonal matrix of charge efficiencies,
Cdis is the No ×No diagonal matrix of discharge efficiencies, and Cs is the No ×No diagonal
matrix of resource degradation.

Note that, as in conversion devices, the above variables need to be constrained in order to
ensure that the storage devices do not exceed their capacities, through Equations (4.10)–(4.12),

Qmin
ch (k)δch(k) ≤ Qch(k) ≤ Qmax

ch (k)δch(k), (4.10)

Qmin
dis (k)δdis(k) ≤ Qdis(k) ≤ Qmax

dis (k)δdis(k), (4.11)

Smin(k) ≤ S(k) ≤ Smax(k), (4.12)

where the superscripts “max” and “min” refer to the upper or lower limit of each vector (for
instance, Smax determines the maximum amount that each storage system may store), and the
rest of the δ symbols define diagonal binary variables that indicate if the flow is allowed or not.
In particular, δch is the No × No binary diagonal matrix of charge flow activation, δdis is the
No ×No binary diagonal matrix of discharge flow activation.

4.1.3 Simultaneous Constrained Processes
Additional constraints are required in order to take into account certain processes that cannot

occur at the same time. Three situations can be distinguished: preventing the charge and
discharge of the same storage systems, by means of Equation (4.13),

δch(k) + δdis(k) ≤ 1, (4.13)

where 1 is the identity matrix (note that I already denotes a variable of the model); avoiding the
use of the same infrastructure for acquiring and selling resources (a typical situation in power
and water supply), as expressed in Equation (4.14),

δI,i(k) + δM,o(k) ≤ 1, (4.14)

where i and o respectively denote the elements of δM and δI with common infrastructure; and
impeding that some devices operate simultaneously, as stated in Equation (4.15),

δD,d(1)(k) + · · ·+ δD,d(n)(k) ≤ 1, (4.15)

where d(1)...d(n) refer to the elements of δDi
or δDo corresponding to non-simultaneous convert-

ers. Owing to the definition of P , the variables corresponding to the outputs of a device that
produces different resources at the same time (e.g. a combined heat and power system or a boiler
with carbon capture) must equal the input amount of that device. Equation (4.16) satisfies that
balance,
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Pp(1)(k) + ...+ Pp(n)(k) = Pp(n+1)(k) + ...+ Pp(m)(k), (4.16)

where p(1)...p(n)...p(m) correspond to simultaneous converter outputs.
These situations will be exemplified in Chapter 7, although the following explanations are

provided for a better understanding:
• In Equation (4.14), when an input resource (e.g. electricity) is supplied from a public utility

network through a certain medium, the supply facility (e.g. electrical wiring) cannot be
employed at the same time for selling resources since this means establishing a flow in the
opposite direction.

• In Equation (4.15), if for any reason two devices cannot operate together (e.g. a device
virtually split into two different ones, such as a reversible heat pump), the flows through each
can be limited by making their corresponding binary variable equal to zero.

• In Equation (4.16), some devices can supply different output resources from their input (e.g. a
combined heat and power system), so although each produced resource constitutes a different
path in P , their upstream flow is the same (the fuel input) and so are the sums of elements in
P corresponding to each output of the device.

4.1.4 Device-Dependent Fixed and Variable Loads
Note that the arrangement above proposed to consider loads coming from the use of a particular

device consisted in adding any necessary element to vectorO and using δO in Equation (4.1).
However, this solution is only suitable in the case of fixed demands, since the model does not
contemplate the possibility of adding variable demands, proportionally to the flow of the device.
One straightforward way to iron out this situation consists in redefining the elements of O so
that the demand equals the proportional flow of the device or, in what turns out to be equivalent,
redefining matrices C and δO. In the following paragraphs, both situations are exemplified by
using a hypothetical EH in order to elucidate how the previous formulation needs to be adapted,
which is relevant for programming.

Let Figure 4.2 represent a simplified example of an EH where an electric pump is in charge of
keeping the water pressure of an irrigation facility. In order to ease the understanding of this
example, free water discharge and no electricity storage or market sales flows are considered. The
path vector only has two elements, that is, the number of possible paths in the EH: I1 → D1 → O1

(P1) and I2 → O2 (P2), so in this concrete caseCi becomes the identity matrix andP = I . Thus,
the balance equations of the conversion processes and their limits, i.e. Equations (4.1)–(4.4),
(4.7), and (4.8), adopt the form of Equations (4.17)–(4.22),

[
1 0

0 δD,1(k)

][
O1(k)

O2(k)

]
=

[
C1,1(k) 0

0 C2,2(k)

][
P1(k)

P2(k)

]
−

[
Qch,1(k)

0

]
+

[
Qdis,1(k)

0

]
, (4.17)

[
I1(k)

I2(k)

]
=

[
1 0

0 1

][
P1(k)

P2(k)

]
, (4.18)

Di,1(k) =
[
1 0

] [P1(k)

P2(k)

]
, (4.19)

Do,1(k) =
[
C1,1(k) 0

] [P1(k)

P2(k)

]
, (4.20)
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Dmin
i,1 (k)δD,1(k) ≤ Di,1(k) ≤ Dmax

i,1 (k)δD,1(k), (4.21)

Dmin
o,1 (k)δD,1(k) ≤ Do,1(k) ≤ Dmax

o,1 (k)δD,1(k), (4.22)

where the non-zero elements of the coupling matricesC andCdo would be equal to one because
no transformation of resources exits in the EH, and δO contains the binary variable related to the
activation of the pump (δD,1).

Figure 4.2. Hypothetical EH where the electric pump (D1) works at any time there exists a flow
between the public supply network (I1) and the water demand (O1) or the storage tank (Qch,1).
I2 represents the electricity from the power grid that covers the pump’s demand (O2).

Now, if the electric pump is assumed to have a constant consumption, O2 would be equal to
that value instead of constituting a decision variable in the optimisation problem, which is the
case contemplated in Subsection 4.1.1. However, if a consumption proportional to the pumped
water flow is considered instead, with a constant of proportionality κ, Equation (4.17) needs to
be reformulated as follows. First, it must be defined whether the consumption is proportional to
the inlet or the outlet flow, which would lead to two different expressions O2 = κDi,1 = κP1

or O2 = κDo,1 = κC1,1Di,1 = κC1,1P1, respectively. Only the second expression will be used
from now on as it will allow generalisations to the first one. In any case, as both P1 and δD,1 are
decision variables, their product would turn the optimisation problem into a nonlinear one when
substituting O2 into Equation (4.17). To avoid this, δD,1 can be removed from δO (making that
element equal to one) since P1 is already constrained by the on/off state of the pump, through
Equations (4.21) and (4.22), which leads to transforming Equation (4.17) into Equation (4.23),

[
1 0

0 1

][
O1(k)

κC1,1(k)P1(k)

]
=

[
C1,1(k) 0

0 C2,2(k)

][
P1(k)

P2(k)

]
−

[
Qch,1(k)

0

]
+

[
Qdis,1(k)

0

]
, (4.23)

or equivalently, arranging matrix C, into Equation (4.24),

[
1 0

0 1

][
O1(k)

0

]
=

[
C1,1(k) 0

−κC1,1(k) C2,2(k)

][
P1(k)

P2(k)

]
−

[
Qch,1(k)

0

]
+

[
Qdis,1(k)

0

]
. (4.24)

Just to recap all of the above and as a rule of thumb, in case of device-dependent variable
demand, the following modifications must be performed in the model presented previously:
removing from δO, by making equal to one, all the elements of its diagonal related to those
demands; setting to zero the analogous rows in O; and including in the columns of C related
to that device the suitable conversion/transformation coefficients multiplied by the negative
constant of proportionality between the demand and the flow through the device. Part of the
ODEHubs’s code was generated to perform these modifications in the model.
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4.2 Resource Dispatch within Energy Hubs
The above equations and the ones of similar models are usually employed as constraints in

optimisation problems. Their solution allows determining the best set of flows at each sample
time according to certain criteria (which were discussed in Subsection 2.1.2), that is, the amount
of resources that need to get in or out of the storage systems, to be obtained from the sources
of supply or to be sold in the markets; or, in terms of the decision variables in Equations (4.1)–
(4.16), the values for charge, discharge, and market sales flows, the binary variables and the
“path vector”. In this thesis, the management strategy aimed at achieving the lowest operation
cost is applied by solving the optimisation problem stated in equation (4.25),

min
H−1∑
k=0

(c(k)I(k)− s(k)M(k))

s.t. Equations (4.1)–(4.16),

(4.25)

where c(k) is the 1 × Ni vector containing the price of each input, s(k) is the 1 × No vector
containing the price of sold resources (in terms of energy, mass, or volume), and H is the length
(in samples) of the control horizon. Note that, depending on the units of the sample time T and
the vectors, additional terms might need to be introduced in Equations (4.9) and (4.25) to convert
between time units (see for example [41]).

In real applications, note that solving this optimisation problem just as it is and using the
decision variables, which can constitute set-points for lower-level control loops, during the whole
horizon H matches the definition of scheduling given in Subsection (2.1.2). This would require
forecasting the demand of each resource an even some parameters of the model, which may be
subjected to uncertainty. As introduced in Section 1.1, one solution would consist in solving this
optimisation problem iteratively in order to dynamically update the decision variables and so the
values of the set-points. Such approach is known as in the literature as model predictive control
or receding horizon control, where the operation schedule is calculated by repeatedly solving
the above-mentioned problem and only taking into account the decision variable values at the
current discrete-time instant.

4.3 Interconnected Energy Hubs
The above model can be extended in order to perform equivalent analyses in networked EHs

which share different resources. LetH represent the set of Nh networked EHs, h one of those
EHs and h′ any different one. Note also that Ni and No can take different values in each EH
depending on their number of input and output flows, so they will be expressed as function of
h in the following paragraphs. Since Equations (4.1) and (4.2) need to be satisfied in each EH,
they can be arranged into Equations (4.26) and (4.27) to consider the existence of such network
and multiple EHs,

δO(k, h)O(k, h)+M (k, h) +
∑

Nh,h′(k, h) =

= C(k, h)P (k, h)−Qch(k, h) +Qdis(k, h), ∀h, h′ ∈ H : h′ 6= h,
(4.26)

I(k, h) +
∑

Nh′,h(k, h) = Ci(h)P (k, h), ∀h, h′ ∈ H : h′ 6= h, (4.27)

whereNh,h′ is the No(h)× 1 vector of exported flows from h to h′, andNh′,h is the Ni(h)× 1
vector of imported flows from h′ to h. Equations (4.3)–(4.16) would be as well particularised for
each h ∈ H by simply changing the argument k for k, h in each term of these equations.
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Moreover, as occurred with the production and storage limits in Subsections 4.1.1 and 4.1.2,
the amount of resources exchanged between EHs need to be constrained according to the
capacities of the network. Equations (4.28) and (4.29) set the maximum and minimum amount
of imports and exports, respectively, whereas Equation (4.30) avoids bidirectional flows from
happening,

Nmin
h′,h (k, h)δh′,h(k, h) ≤Nh′,h(k, h) ≤Nmax

h′,h (k, h)(k)δh′,h(k, h), ∀h, h′ ∈ H : h′ 6= h,
(4.28)

Nmin
h,h′ (k, h)δh,h′(k, h) ≤Nh,h′(k, h) ≤Nmax

h,h′ (k, h)(k)δh,h′(k, h), ∀h, h′ ∈ H : h′ 6= h,
(4.29)

δh′,h(k, h) + δh,h′(k, h) ≤ 1, ∀h, h′ ∈ H : h′ 6= h, (4.30)

where the superscripts “max” and “min” refer to the upper or lower limit of each vector, δh′,h is
the Ni(h)×Ni(h) binary diagonal matrix of imported flow activation from h′ to h, and δh,h′ is
the No(h)×No(h) binary diagonal matrix of exported flow activation from h to h′. Equation
(4.30) allows the transmission losses to be taken into account, whenever they need to, as is the
case for most energy exchanges,

Nh′,h(k, h) = CN(k, h, h′)Nh′,h(k, h
′), ∀h, h′ ∈ H : h′ 6= h, (4.31)

where CN(k, h, h′) is the Ni(h)×No(h
′) diagonal matrix of transmission efficiencies from h′

to h, andNh′,h is the No(h
′)× 1 vector of exported flows from h′ to h.

Finally, the cost function would require to be modified in consonance to the desired strategy
to manage the set of EHs. The simplest case consists in considering a centralised approach in
which the objective is to minimise the total cost, without additional terms related to the use of
the network nor considering particular interests of each EH, which leads transforming Equation
(4.25) into Equation (4.32),

min
∑
h∈H

H−1∑
k=0

(c(k, h)I(k, h)− s(k, h)M (k, h))

s.t. Equations (4.3)–(4.16) particularised for each h,
Equations (4.26)–(4.31).

(4.32)

4.4 Conversion and Capacity Models
The element of the vectors that bound the flows within the energy hub (denoted with the

superscripts “max” and “min”) and of the coupling matrices that contain values of efficiencies
(denoted with the letter “C”) are defined in coherence with the physical component that they
represent. Most common values in the above matrices and vectors are defined by setting the lower
bound to zero and the upper bound to infinite for unconstrained flows, and setting the efficiencies
to zero (instead of minus infinite, which would lead to having undesirable reverse flows) when
there is no possible flow among devices/EHs or to one in lossless conversion/transportation
processes. Many other the processes occurring in the EH are actually characterised as having
complex dynamics which cannot be entirely reflected in the above equations without these being
reformulated, affecting how the former parameters are defined.
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Such issues have been already tackled, for example, by Evins et al. who proposed methods
to prevent devices from starting up too frequently and to turn the nonlinear dynamic of load-
dependent efficiencies into step-wise curves. In order to keep things simple, the approach of
this thesis lies in using constants, usually from manufacturers’ specifications and considering
that they cover the main range of operation of each device; or time-variant coefficients, which
should be deductible from the models that dictate the behaviour of each process. The latter one
is the reason why the parameters of the model presented in Equations (4.1)–(4.16), and so the
ones in Section 4.3, depend on k. This is relevant to both the PV facilities and the fields of solar
collectors, whose production along the day, needs to be calculated with the models presented in
the next chapter.

4.5 Conceptual Models of CHROMAE’s Energy Hubs
Although the use of the proposed modelling framework is further exemplified in Chapter

7, this section sketches out the main elements of the facilities presented in Chapter 3 as help
for configuring them in the developed software library, a task to be accomplished by the staff
involved in the CHROMAE project. Apart from defining the parameters of each equipment
as clarified in the previous section, either by using constant or time-variant coefficients, it is
important to determine, as a first step, the variables representing the structure of the system to be
defined (see Section 4.1): input flows, output flows, market sales flows, and conversion/storage
devices. Be aware of the fact that the following descriptions are only based on the basic elements
of each EH, as depicted in Figure 4.3, and therefore these structures might well increase in
complexity if a more precise model of the processes is required (for example, in the following
cases the electric consumption associated with some of the impulsion systems, such as air
conditioning units’, has been disregarded or included as part of a general load). In addition, note
that some conversion devices are related to as many identifiers (without mathematical style, since
they are not variables by themselves) as their number of outputs because they are split into two
virtual devices (with a single output) for modelling purposes.
• Traditional greenhouse (h1). Inputs: (I1), propane (I2) and biomass (I3) from local suppliers,

and water from the public network (I4). Outputs: electricity to operate the actuators (O1),
thermal power (O2) and CO2 (O3) for the inside climate, electricity for the CO2’s impulsion
pump (O4), irrigation water demand (O5), electricity for the irrigation pump (O6), electricity
to discharge the water well (O7). Market sales: surplus CO2 released into the atmosphere
(M3). Devices: GP 95 propane heater (D1), Missouri 150000 multi-fuel boiler (D2 and D3),
and irrigation pump (D4).

• Industrial greenhouse (h2). Inputs: electricity from the grid (I1), solar radiation (I2), biomass
from local suppliers (I3), and water from the public network (I4). Outputs: electricity to
operate the actuators (O1), thermal power (O2) and CO2 (O3) for the inside climate, electricity
for the CO2’s impulsion pump (O4), irrigation water demand (O5), electricity for the irrigation
pump (O6), electricity to discharge the water well (O7). Market sales: surplus CO2 released
into the atmosphere (M3). Devices: solar collectors (D1), Missouri 150000 multi-fuel boiler
(D2 and D3), and irrigation pump (D4).

• CIESOL building (h3). Inputs: electricity from the grid (I1), solar radiation (I2 and I3),
propane from local suppliers (I4), and water from the public network (I5). Outputs: electricity
for the building’s equipment (O1), cooling (O2) and heating (O3) thermal power for the
inside climate, sanitary water demand (O4). Devices: Atersa PV modules (D1), Solaris solar
collectors (D2, YAZAKI absortion machine D3), Ciatesa reversible heat pump (D4 and D5),
and auxiliary heater (D6).
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Figure 4.3. Structures of the EHs distinguished in the CHROMAE project

• AQUASOL system (h4). Inputs: electricity from the grid (I1), solar radiation (I2), propane
from local suppliers (I3), and artificial seawater for experimentation (I4). Outputs: electricity
to operate the actuators (O1), thermal power (O2) and electricity (O3) for the distillation
modules, distilled water demand (O4). Market sales: distilled water sold through the public
network (M4). Devices: Wagner solar collectors (D1), ATTSU fire-tube steam boiler (D2),
and distillation modules (D3).

• Desalination pilot plant (h5). Inputs: electricity from the grid (I1), solar radiation (I2) and
artificial seawater for experimentation (I3). Outputs: electricity to operate the actuators (O1),
thermal power (O2) and electricity (O3) for the distillation modules, distilled water demand
(O4). Market sales: distilled water sold through the public network (M4). Devices: Solaris
solar collectors (D1), Wagner solar collectors (D2), and distillation modules (D3).

• Parking and UAL-eCARM (h6). Inputs: electricity from the grid (I1) and solar radiation
(I2). Outputs: electricity demand (O1). Market sales: electricity sold through the grid (M1).
Devices: fotovoltaic modules (D1).
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• Nanofiltration pilot plant (h7). Inputs: electricity from the grid (I1) and artificial wastewater
for experimentation (I2). Outputs: electricity to operate the actuators (O1), electricity for the
nanofiltration modules (O2), purified water demand (O3). Market sales: purified water sold
through the public network (M3). Devices: nanofiltration modules (D1).

4.6 Contributions and Related Publications
This chapter encompasses two of the main contributions of this thesis, as introduced in Section

1.4, which are the ones related to the formulation of a generic modelling framework and the
formalisation of the control problem. Note that the above-presented framework is applicable to
EHs or MESs of diverse nature, complexity, time-scale and arbitrary topology, and no restrictions
have been placed on the particular objective function, which could be selected according to other
criteria different from the economic one. Except for the content of Subsection 4.1.4, the rest of
Sections 4.1 and 4.2 constitutes part of the paper published in Applied Energy [41] and gave rise
to some of the analyses presented in conferences [46, 48, 49, 51, 52]. In particular, one of them,
with a formerly adopted approach based on MINLP [49], led to the current formulation of the
problem employing MILP, and the other are applications of the proposed modelling framework
to different case studies. Subsection 4.1.4 was developed and introduced in ODEHubs later, but
it is equally part of the paper published in Sustainability [44], in which the software library is
described as well. Both Sections 4.3 and Sections 4.5 were presented as part of a case study in the
X Iberian Congress on Agro-Engineering [43] and, although it has not been are not incorporated
in ODEHubs, it is expected that the fundamentals of networked EHs analysed in Section 4.3 help
to include this capability in a future release. The content of Section 4.4 has not been presented
as is in any of the publications, but still has quite a lot of illustrative value for the following
chapters.
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5. Solar PV Generation Forecasting

Chapter Summary
Photovoltaic (PV) production is especially relevant for the ENERPRO and CHROMAE

projects and, also in order to provide an example of dealing with time-variant coefficients (bear
in mind Section 4.4), in this chapter the models employed to calculate its estimate are presented.
Section 5.1 specifies how PV fields can be integrated within the proposed modelling framework.
Sections 5.2 and 5.3 introduce the main first principles models that have been well established in
the literature for solar radiation on sloped surfaces and for photovoltaic (PV) cells, respectively.
Section 5.4 details the arrangements made to consider the inversion and transmission losses
in the photovoltaic (PV) facilities, including curve fitting for some of the parameters. Finally,
in Section 5.5 real data is employed to test the validity of the parameters characterised in the
previous sections.

5.1 Time-Variant Coefficients for PV Facilities
Considering a uniform sample time T = t(k + 1) − t(k), where k constitutes any discrete

time instant, as in Chapter 4, the relationship between the incident radiation on an array of PV
modules, the amount of direct current (DC) power produced by them, and the one supplied to
the alternating current (AC) grid can be obtained by arranging Equation (23.7.1) from Duffie and
Beckman’s book into Equation (5.1),

Pc,ac(k) = GT (k)Acηc,mpp(k)ηc,inv(k)ηc,ac, (5.1)

where Pc,ac is the amount of AC power supplied to the grid by the array, GT is the incident solar
irradiance on the (tilted) surface of the array c (see Section 5.2 for calculations), Ac is the total
area of the array c (see Section 5.3 for technical information), ηc,mpp is the maximum power point
efficiency of the of the array c (see Section 5.3 for calculations), ηc,inv is the efficiency of the
inverter connected to the array c (see Section 5.4 for calculations), and ηc,ac is the transmission
efficiency from the inverter to the point of supply of the array c (see Section 5.4 for calculations).
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The following sections describe the way these parameters are computed in the programmed
code, and once their value is known, the transformation to the variables and constraints employed
in Chapter 4 would be as stated in Equations (5.2) and (5.3) for a device Dpv representing the
entire PV field with a set F of Nc arrays,

Dmax
i,pv (k) = GT (k)

∑
c∈F

Ac, (5.2)

Cpv(k) =
∑
c∈F

ηc,mpp(k)ηc,inv(k)ηc,ac
Nc

, (5.3)

where Dmax
i,pv is the upper limit of the flow (solar radiation) entering the device (field) which will

be an element of the Dmax
i vector (see Chapter 4), and Cpv is the gross efficiency of the field

which will be an element of the coupling matrices presented in Chapter 4.

5.2 Solar Irradiance on Sloped Surfaces
Although both the anisotropic and the isotropic sky model have been implemented, the

validation and the case study presented in this thesis were carried out only using the second one,
which is described below based on the explanations found in Duffie and Beckman’s book [201].
Firstly, the total solar irradiance on a tilted surface is given by Equation (5.4),

GT (k) = Gb(k)Rb(k) +Gd(k)
1 + cos β

2
+G(k)ρg

1− cos β

2
, (5.4)

where Gb is the beam horizontal irradiance (BHI), Gd is the diffuse horizontal irradiance (DHI),
G is the global horizontal irradiance (GHI), that is, the sum of Gb(k) and Gd(k), Rb is the ratio
of beam radiation on a tilted plane to that on the plane of measurement (usually horizontal), ρg is
the ground reflectance (assumed to be of 0.1), and β is the slope angle of the modules.

To forecast the production, it is necessary to know the three terms of the irradiance on the
horizontal plane, which in practice can be provided by organisms such as the Spanish National
Weather Agency AEMET. For the validation presented in this section, the historical data recorded
by the CIESOL’s weather station were used instead. In either case, the beam irradiance tends
to be indirectly determined from the direct normal irradiance (DNI) on the horizontal plane (or
direct beam irradiance), which is the magnitude actually measured by the pyrheliometers. Their
relationship is given by Equation (5.5),

Gb(k) = Gbn(k) cos θz, (5.5)

where Gbn is the direct normal irradiance (DNI), and θz is the zenith angle.
Except ρg(k) and the irradiances, the rest of variables appearing in Equation (5.4) are geo-

metrical parameters to take into account the position of the sun in the sky, which are related by
means of Equations (5.6), (5.7), and (5.8),

Rb(k) =
cos θ(k)

cos θz(k)
, (5.6)

cos θ(k) = sin δ(k) sinφ cos β − sin δ(k) cosφ sin β cos γ + cos δ(k) cosφ cos β cosω(k)

+ cos δ(k) sinφ sin β cos γ cosω(k) + cos δ(k) sin β sin γ sinω(k),
(5.7)

cos θz(k) = sin δ(k) sinφ+ cos δ(k) cosφ cosω(k), (5.8)
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where θ is the angle of incidence, γ is the surface azimuth angle or deviation between the
orientation of the field and the south (east negative and west positive), φ is the latitude where
the field is located (south negative and north positive), δ is the declination of the sun, which
measures the displacement of the sun due to translation of the earth, and ω is the hour angle,
which measures the displacement of the sun due to rotation of the earth. Note that Equation (5.8)
correspond to Equation (5.7) particularised for β = 0◦, i.e. a horizontal surface.

Most of the above parameters depend on the design of the field and are constants since these
fields are supposed to be static (without solar tracking), but for the rest Equations (5.9)–(5.13)
provide the way to calculate them from ordinary variables such as time and day,

δ(k) = 23.45 sin

(
360

284 +DoY (k)

ndays(k)

)
, (5.9)

ω(k) = 360
hs(k)− 12

24
, (5.10)

hs(k) = ho(k) +
24

360
(ψref − ψ) +

1

3600
EoT (k)−DST (k), (5.11)

EoT (k) = 13.752(0.075 + 1.868 cosB(k)− 32.077 sinB(k)

− 14.615 cos 2B(k)− 40.89 sin 2B(k)),
(5.12)

B(k) = (1−DoY (k))360/ndays(k), (5.13)

where DoY is the day of the year (from 1 to 365 or 366), ndays is the total number of days of
the year (365 or 366, depending on if it is a leap year or not), hs is the solar time (expressed in
hours), ho is the official time (expressed in hours), ψ is the longitude where the field is located
(from 0 to 360 degrees west), ψref is the longitude of the standard meridian for the local time
zone (from 0 to 360 degrees west), EoT is the result of evaluating the so-called Equation of
Time (expressed in seconds), DST is the offset due to daylight saving time (expressed in hours),
and B is the relative day for the Equation of Time.

In above and the following equations, when sunrise (or sunset) occurs at time k or nearly
that time the cosine of θz will tend zero and therefore Rb will take very large values that tend to
infinite [201]. Since they are employed to obtain the integrated production between two time
steps (usually one-hour intervals), the procedure to avoid that problem consist in calculating
the above variables for the midpoint of each interval, which in such cases must range from the
sunrise to the end of the time step (or from the start of the time step to the sun set), similar as
TRNSYS software does [224]. On the other hand, the parameters of the fields employed in the
validation are recapped in Table 5.1 from Chapter 3.

Table 5.1. Location and geometry of the PV fields

Parameter Parking CIESOL

Latitude (φ) 36.83º 36.83º
Longitude (ψ) -2.40º -2.41º
Slope (β) 7º 22º
Orientation (γ) -21º -21º

61



Chapter 5. Solar PV Generation Forecasting

5.3 Equivalent Circuit for Photovoltaic Cells
The model of the equivalent circuit for PV cells “can be used for an individual cell, a module

consisting of several cells, or an array consisting of several modules” [201], and it is easy to
apply because the parameters required can be deduced from the ones given by the manufacturers
at standard conditions (Gst = 1000W/m2, Tm,st = 25 ◦C). Considering the four types of PV
modules described in Chapter 3, Atersa A-222P (M1), Conergy PA 240P (M2), Conergy Power
Plus 240M (M3), First Solar FS-380 (M4), the characteristics from their datasheet required to fit
the model are presented in Table 5.2.

Table 5.2. Technical characteristics of the PV modules at standard conditions

Parameter M1 M2 M3 M4

Area of the module (Am) 1.628 m2 1.652 m2 1.652 m2 0.720 m2

Number of cells (Ns) 60 60 60 154
Off-load voltage (Voc) 37.20 V 37.00 V 38.00 V 60.80 V
Short-circuit current (Isc) 7.96 A 8.54 A 8.45 A 1.88 A
Voltage at max. power point (Vmpp) 29.84 V 30.20 V 30.89 V 48.5 V
Current at max. power point (Impp) 7.44 A 7.95 A 7.90 A 1.65 A
Temperature coeff. for Voc (µV,oc) -0.35 %/ºC -0.32 %/ºC -0.34 %/ºC -0.27 %/ºC
Temperature coeff. for Isc (µI,sc) 0.05 %/ºC 0.04 %/ºC 0.06 %/ºC 0.04 %/ºC
NOCT∗ (Tm,NOCT ) 47 ºC 45 ºC 48 ºC 45 ºC

∗Normal operating cell temperature (NOCT) at GNOCT = 800W/m2 irradiance, Ta,NOCT = 20 ◦C ambient
temperature, and wind speed of 1 m/s. This is the only parameter not measured at standard conditions.

On the other hand, the model of the equivalent circuit is given by the five parameters shown
in Equation (5.14), from which the I − V curve can be obtained,

I(k) = IL(k)− Io(k)
[
e(

V (k)+I(k)Rs(k)
a(k) ) − 1

]
− V (k) + I(k)Rs(k)

Rsh(k)
, (5.14)

where IL is the light current, Io is the diode reverse saturation current, Rs is the series resistance,
Rsh is the shunt resistance, a is the modified ideality factor of the diode, I is the current generated
by the module and V is the voltage of the module. However, Equation (5.14) is not valid for any
situation, but its parameters need to be updated according to the operating conditions and the
technical characteristics of the PV modules. Duffie and Beckman describe the procedure to do so,
although this is not reproduced here because Simulink® and its PV Array block were used instead
to transform Table 5.2 into Table 5.3, which contains the five parameters at reference conditions
(in this case, the standard conditions at which the manufacturer made the measurements of Table
5.2). Note that ast is not obtained directly but by means of Equation (5.15), according to the
definition of that parameter that the authors give [201],

ast = kBndTm,stNs/q, (5.15)

where kB is the Boltzmann constant (1.381 · 10-23 J/K), nd is the ideality factor of the diode (as
provided by PV Array), Tm,st is the temperature of the module at standard conditions (25 ºC),
Ns is the number of cells of the module (see Table 5.2), and q is the electronic charge (1.602 ·
10-19 C).
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Table 5.3. Parameters of the equivalent circuit at standard conditions for the PV modules

Parameter M1 M2 M3 M4

Light current (IL,st) 7.97 A 8.56 A 8.46 A 1.93 A
Diode reverse saturation current (Io,st) 0.186 nA 0.0639 nA 0.140 nA 1.64 pA
Series resistance (Rs,st) 0.39 Ω 0.31 Ω 0.32 Ω 3.31 Ω

Shunt resistance (Rsh,st) 280 Ω 162 Ω 237 Ω 263 Ω

Modified ideality factor of the diode (ast) 1.52 V 1.45 V 1.53 V 2.20 V

From Table 5.3, the five parameters of Equation (5.14) can be updated at each time step,
considering the relationships given by Equations (5.16)–(5.21),

a(k)

ast
=
Tm(k) + 273

Tm,st + 273
, (5.16)

IL(k) =
ST (k)

ST,st
[IL,st + µI,sc(Tm(k)− Tm,st)], (5.17)

Io(k)

Io,st
=

(
Tm(k) + 273

Tm,st + 273

)3

e

(
feV

Eg,st
kB(Tm,st+273)

−feV
Eg(k)

kB(Tc(k)+273)

)
, (5.18)

Eg(k)

Eg,st
= 1− CT,Eg(Tm(k)− Tm,st), (5.19)

Rsh(k)

Rsh,st

=
ST,st
ST (k)

, (5.20)

Rs(k) = Rs,st, (5.21)

where Tm is the temperature of the module, Tm,st is the temperature of the module at standard
conditions, Eg is the material bandgap energy, Eg,st is the material bandgap energy at standard
conditions (1.12 eV for silicon), feV is the conversion factor from electron-volts to joules (1.602
· 10-19 J/eV), CT,Eg is a fitting coefficient (0,0002677 ºC-1 for silicon) [201], ST is the effective
irradiance absorbed by the module, and ST,st is the effective irradiance absorbed by the module
at standard conditions. Note in these equations that temperatures must be introduced in Kelvin
in Equations (5.16) and (5.18) and that, according to Table 5.2, µI,sc must to be multiplied by Isc
and divided by 100 in order to be transformed from percentage to absolute value (which some
manufacturers provide too).

Regarding the last two parameters that would require to be determined in order to apply the
above equations, the effective absorbed solar ratio (ST (k)/ST,st) is estimated by applying the
Fresnel’s equations and the Snell’s law, as well as re-arranging Equation (5.4) to consider the
effect of the air mass, the incidence angle and the spectroscopic behaviour of the materials.
Readers are referred to Chapter 5 in Duffie and Beckman’s book or to the conference paper
related to this thesis for further information, but most of the parameters involved have been
presented in Section 5.2 and the new ones required are related to the cover of the modules, which
is made of glass. A glazing thickness of 3.2 mm, a glazing extinction coefficient of 4 m-1, and an
air-glass refractive index of 1.526 were considered in all cases.

On the other hand, the module temperature is calculated from Equation (5.22),

Tm(k) = Ta(k) + (Tm,NOCT − Ta,NOCT )
GT (k)

GNOCT

(
1− ηc,mpp(k)

0.9

)
, (5.22)
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where Ta is the ambient temperature, and the rest of parameters have been defined previously
(see Table 5.2 for NOCT conditions). As the efficiency appears in this equation (all the modules
forming an array are considered to have the same efficiency), the temperature of the module is
obtained by iteratively computing the equations presented in this section from an initial guess of
ηc,mpp = 0.12 and with a termination criterion based on the change of the efficiency, which must
be less than 0.001 in two consecutive steps to force convergence (“since the module efficiency
is not a strong function of temperature, the process will converge rapidly” [201]). Each new
value is obtained assuming that the maximum power point is being tracked in the facilities and
neglecting the effect of the wind on the module temperature in Equation (5.22). As demonstrated
by Duffie and Beckman [201], differentiating Equation (5.14) with respect to V and setting the
result equal to zero leads to Equation (5.23),

Impp(k)

Vmpp(k)
=

Io(k)
a(k)

e

(
Vmpp(k)+Impp(k)Rs(k)

a(k)

)
+ 1

Rsh(k)

1 + Rs(k)
Rsh(k)

+ Io(k)Rs(k)
a(k)

e

(
Vmpp(k)+Impp(k)Rs(k)

a(k)

) , (5.23)

where Impp is the current generated by the module at maximum power point, and Vmpp is the
voltage of the module at maximum power point; and, on the other hand, Equation (5.14) needs to
be satisfied at the same point, which results in Equation (5.24),

Impp(k) = IL(k)− Io(k)

[
e

(
Vmpp(k)+Impp(k)Rs(k)

a(k)

)
− 1

]
− Vmpp(k) + Impp(k)Rs(k)

Rsh(k)
. (5.24)

The simultaneous solution of both equations allows determining the maximum power point
current and voltage, and therefore the efficiency of the array, as concluded in Equation (5.25),

ηc,mpp(k) =
Vmpp(k)Impp(k)

GT (k)Am(k)1000
. (5.25)

5.4 Inversion and Transmission Losses
Owing to the heterogeneity of the available data and the differences found in the two facilities

under study, the methods to calculate the inversion and transmission losses in this section rather
provide a rough estimate of them, which for the purpose of the developed models will be enough.

On the one hand, CIESOL’s data-set consist of minutely data from October 2013 to April
2017 of the inverters’ electrical measurements (direct and alternating current, voltage and power)
so that no transmission losses are considered because they are located very close to the PV field
(ηc,ac = 1 for all the CIESOL’s arrays). The inconvenience is that the manufacturer of those
CICLO-3000 inverters does not offer information on their efficiency, and therefore they need to
be determined from the above-mentioned measurements. Figure 5.1 shows the exponential curves
fitted to the data of the three inverters, where some isolated samples and the ones corresponding
to efficiencies greater than one have been eliminated, especially in the inverters 1 and 3. Despite
being identical devices and arrays, the curves’ parameters differ each other and although the
correlation coefficients (R2) are close to one, it would be advisable a more in-depth analysis,
probably including additional variables such as the DC voltage (multiple regression), to improve
these results. The main inconvenience would be that this equipment cannot be studied under
laboratory conditions because it is part of the building’s power supply system. Considering the
actual results, the efficiency of each inverter is computed in Equation (5.3) after obtaining the
amount of power produced by the array to which they are connected (Pc,dc) and substituting that
value in the corresponding exponential curve (see Figure 5.1).
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Figure 5.1. Curve fitting for the inverters of CIESOL’s PV field

On the other hand, the data-set of the parking only contains the gross daily power produced
from January 2013 to March 2014, measured by the general electric meter, and the monthly
production of this one and the inverters, hence there is no way to certainly know any of the
electrical variables related to the inverters nor the fields, required to better fit the model. Instead,
the efficiency curves of the manufacturer are considered for each kind of inverter (Fronius Agilo
100 and Fronius IG+ 55v3, see Section 3.4), summarised in Table 5.4, and the transmission losses
are approximated by means of a simple linear regression between the two monthly measurements,
which leads to an efficiency of ηc,ac = 0.978 for all the parking’s arrays (see Figure 5.2).

Table 5.4. Efficiencies of the parking’s inverters as a function of the DC input voltage (minimum,
nominal and maximum) and the AC output power, according to the manufacturer’s datasheet

AC output power as per- Efficiencies in percentage (ηc,inv)
centage of the nominal Fronius Agilo 100 Fronius IG+ 55v3
value (Pinv,ac) 460 V / 640 V / 820 V 230 V / 370 V / 500 V

5% of Pinv,ac,r 90.5 / 88.3 / 84.8 90.5 / 91.6 / 89.9
10% of Pinv,ac,r 94.6 / 93.2 / 91.5 91.5 / 92.2 / 90.8
20% of Pinv,ac,r 96.6 / 95.7 / 94.7 93.4 / 93.6 / 93.3
25% of Pinv,ac,r 96.9 / 96.2 / 95.4 94.1 / 94.2 / 93.3
30% of Pinv,ac,r 97.0 / 96.5 / 95.7 94.4 / 94.5 / 93.8
50% of Pinv,ac,r 97.2 / 96.8 / 96.3 94.7 / 95.4 / 94.7
75% of Pinv,ac,r 96.9 / 96.6 / 96.1 95.2 / 95.7 / 95.0
100% of Pinv,ac,r 96.5 / 96.2 / 95.7 95.3 / 95.9 / 95.2
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Figure 5.2. Curve fitting for the transmission losses of the parking’s PV field

Since the arrays consist of modules of the same type, and neglecting any transmission loss
occurring between the modules and the inverter’s input, in each case the DC input voltage (Vc,dc)
and power (Pc,dc) to the inverter can be obtained considering the fundamentals of Section 5.3, as
expressed in Equations (5.26) and (5.27),

Vc,dc(k) = Vmpp(k)Nse, (5.26)

Pc,dc(k) = Vmpp(k)Impp(k)NseNpa/1000, (5.27)

where Nse is the number of modules connected in series, and Npa is the number of modules
connected in parallel. Note that curves in Figure 5.1 directly provide the value of the inverter’s
efficiency at each k, but, for the parking, several operations need to be carried out on the values
of Table 5.4, as explained below.
• First, column 1 is expressed in terms of absolute values (instead of percentages of Pinv,ac,r)

for each type of inverter, considering the AC nominal output powers given in Table 5.5.
• Second, for each voltage, and given the efficiencies of Table 5.4, it is possible to calculate

the equivalent DC input power that would replace the values of column 1 by applying
Pc,dc = Pinv,ac/ηc,inv.

• Third, from a double linear interpolation of the values yield by Equations (5.26) and (5.27),
the actual efficiency of the inverter is obtained at each k.

Table 5.5. DC nominal input power and AC nominal output power of the parking’s inverters,
according to the manufacturer’s datasheet

Nominal power values Fronius Agilo 100 Fronius IG+ 55v3

DC input power (Pinv,dc,r) 104.4 kW 5.25 kW
AC output power (Pinv,ac,r) 100 kW 5 kW
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5.5 Model Validation
In order to validate the above-presented model, different approaches were considered for

CIESOL and the parking. In the first case, the daily mean error (ME), normalised root-mean-
square error (NRMSE) and the coefficient of determination R2 were calculated for the estimation
of the generated power at a one-minute resolution, and normalised by the difference of the
maximum and minimum values of the data, as stated in Equations (5.28), (5.29), and (5.30),

ME =
1440∑
j=1

∑
c∈F

Pc,ac(j)− P̂c,ac(j)
1440

, (5.28)

NRMSE =

√∑1440
j=1

∑
c∈F

(Pc,ac(j)−P̂c,ac(j))2

1440

max(Pc,ac(j))−min(Pc,ac(j))
, (5.29)

R2 = 1−
∑1440

j=1

∑
c∈F(Pc,ac(j)− P̂c,ac(j))2

(Pc,ac(j)−
∑1440

j=1

∑
c∈F Pc,ac(j)/1440)2

, (5.30)

where Pc,ac(j) is the AC power produced by the array c at min j, and P̂c,ac(j) is the estimate
of the AC power produced by the array c at min j. Figure 5.3 shows a bar diagram containing
the distribution of these indices over the period of time analysed, where the gaps between data
correspond to missing or inconsistent samples (mainly unfeasible power values or incomplete
records due to electrical outages, maintenance operations, or sensor failures). They are especially
noticeable in the NRMSE because its value is always greater than 1,51, as summarised in Table
5.6, and therefore those gaps are easily identified by the absence of bars.

Figure 5.3. Distribution of the ME, NRMSE, and R2 from the data available for CIESOL

In order to give a further idea of the fitting, Figure 5.4 presents both the worst and the best
performing predictions in terms of absolute NRMSE (Figure 5.4a) and considering the same
index but, as an additional condition to examine the performance with clear sky, only among
the days in which the mean power generated is greater than 4 kW (Figure 5.4b); and, in Figure
5.5, the ordinary and cumulative probability distribution histograms (i.e. the frequencies of
observations divided by the total number of samples) are also shown for the one-minute data.
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Table 5.6. Reference values of the ME and the NRMSE for the fitted model (CIESOL)

Model fitting indicators Maximum Minimum Mean Median

ME 0.387 kW -0.499 kW -0.057 kW -0.056 kW
NRMSE 17.19% 1.51% 4.51% 4.14%
R2 0.9974 0.0072 0.9667 0.9824

(a) (b)

Figure 5.4. Worst (top) and best (bottom) validation for CIESOL’s PV field in different days. The
days were selected according to the absolute value of the NRMSE (a) and considering the same
index but, as an additional condition to examine the performance with clear sky, only among the
days in which the mean power generated is greater than 4 kW (b).

Note that the mean value of the ME is negative in the above results, which implies that the
model tends to slightly overestimate the production. This confronts with the fundamentals of the
isotropic sky, the usually conservative choice because the amount of radiation on sloped surfaces
is underestimated.
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Unfortunately, the facilities are not prepared to measure such magnitude directly, which would
open the door to calibrate the equations presented in Section 5.2 separately and then they could
be used as “ground truth” to do the same with the subsequent equations (the model presented
in Section 5.3 could be as well validated with the DC magnitudes measured by the inverters).
This suggests possibilities for improving the model which is still enough accurate for control
purposes, especially if compared with similar values of the coefficient of determination found
in the literature just for the model of the modules (equivalent to the Section 5.3 of this thesis):
Zhou et al. validated their model with values ranging from 0.96 to 0.98 (single-diode model and
data corresponding to four typical days) [225] and Ma et al. reached values of up to 0.998, which
the authors recognise to be “much higher than those seen in the literature”, by using a two-diode
model and three example days [226]. The probability distribution histograms in Figure 5.5,
constructed from 450948 samples and 672 intervals, also support these claims and shows an
approximate symmetry of the error’s distribution with respect to the mean value.

Figure 5.5. Ordinary and cumulative probability distribution histograms of the one-minute error
for CIESOL’s PV field

On the other hand, the results for the parking are encapsulated in Figure 5.6, which presents
both the validation and the values of the indices defined above, which have been calculated for
the whole period of data by changing the units and the amount of samples in Equations (5.28),
(5.29), and (5.30), that is, using MWh instead of kW and replacing 1440 (the number of minutes
in a day) by 292 (the number of days with consistent data). In comparison to CIESOL, the
results are not hopeless because the model still provides a good estimate of the energy yield
(see the 0.9524 coefficient of determination and the 5.6% NRMSE), although the mean error is
again negative but significantly higher. The probability distribution histograms in Figure 5.7,
constructed from 292 samples and 17 intervals, also reflect this deviation from the ideal zero
mean value and shows again an approximate symmetry of the error’s distribution with respect to
this one. Counting with more concrete electric parameters and over a longer period would help
to enhance the accuracy of these models, which is a pending issue for future research.

5.6 Contributions and Related Publications
The above sections present one of the contributions, as introduced in Section 1.4, correspond-

ing to the practical knowledge of this thesis, which consists in the validation of the PV model
for the research facilities. This is related with the projects’ objectives and, in particular with the
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characterisation of the production in the above-presented plants (O2), hence the spotlight was
put on this technology because the solar resource is their main RES but also one of the major
sources of uncertainty. Moreover, at the time the doctoral student started to work on this, there
were already calibrated models of the fields of solar collectors located in CIESOL [227] and
the PSA [228], but none for the PV fields. The ones shown in this chapter will be employed in
Chapter 7 to set the time-variant coefficients, i.e. the maximum amount of solar energy that can
be transformed into electricity and the process’s efficiency at a given time. The content of this
chapter is the fruit of a publication in the XVI CEA Symposium on Control Engineering [50].

Figure 5.6. Validation for the parking’s PV field over the period of data

Figure 5.7. Ordinary and cumulative probability distribution histograms of the daily error for the
parking’s PV field
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Chapter Summary
As introduced in Chapter 4, the dispatch of energy and resources in EHs involves the definition

and resolution of optimisation problems, which can be more easily done thanks to the toolbox
presented in this chapter. Section 6.1 outlines its main characteristics, architecture, functions,
and files. Section 6.2 describes the utility of the blocks implemented in a Simulink® library,
which can be used to define the model of an EH within the proposed modelling framework,
and their configurable parameters; Section 6.3 enlightens the main configuration parameters of
ODEHubs that need to be defined for any simulation (regardless of the method employed to set
the model); and Section 6.4 provides an introductory example of how to configure the model of
a simple EH in Simulink®.

6.1 ODEHubs Toolbox
Given the alternatives presented in Subsection 2.1.4, the tool developed in this thesis, called

ODEHubs, presents significant improvements with respect to those. First, multiple carriers
can be considered in the dispatch problem thanks to the general model for EHs and MESs that
has been incorporated and, what is more important, the system can be defined via Simulink®

blocks, by analogy with its input–output graph representation, or with MATLAB® code. Second,
it allows the users to choose between two optimisation modes and different solvers: on the
one hand, MPC-based (receding horizon strategy) or scheduling (fixed horizon); on the other,
the internal MATLAB® function intlinprog, so no third-party software installation is required,
or any compatible external solver through YALMIP [88] (for instance CPLEX [82]). Finally,
the set of MATLAB® and Simulink® files that compose this tool is freely available on Github
(https://github.com/ual-arm/odehubs), together with the ‘ready-to-use’ data-set of the case study
presented in Chapter 7. ODEHubs consists of a set of functions and files that allow obtaining the
optimal dispatch or scheduling of any system that can be modelled according to the equations
presented in Chapter 4.
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Users can manually define the characteristics of an EH (number of elements, flow relationship,
etc.) and configure certain parameters depending on their needs. In order to serve as a short guide
for anyone interested in the tool, the main functions and settings are described in the following
lines, considering the general flowchart of the software presented in Figure 6.1), although specific
documentation will be made available on the website of the tool.

Figure 6.1. Flowchart of the Optimal Dispatch for Energy Hubs (ODEHubs) library that shows
the processes involved in defining and simulating an EH and the main files or folders related to
them (in italics)

The first step required to use ODEHubs, and from which the model is generated and adapted
to be introduced in the optimisation solver, consists in defining the problem which involves
manipulating three or four files, depending on whether the problem is defined graphically or
by programming (see their names next to yellow trapezia in Figure 6.1). Except for Simula-
tion_main.m, which is placed in the root directory, the rest of them can be found in the definition
folder. Note also that although the manual procedures, which are described below, have been
included sequentially in Figure 6.1, they are actually interchangeable.
• Simulation_main.m is the base of the flowchart and is where most functions are called. At the

beginning of the file a set of parameters, whose use is clarified below, are declared and users
might need to modify these lines prior to simulation. A struct variable called EH is created
during its execution and used to store variables and communicate them to other functions.

• The folder user_models contains any function that users might need to define time-variable
parameters in Equations (4.1)–(4.16) and in Equation (4.25). They need to be arranged
following the syntax parameter = function (data,date,samples,tm), so that parameter is a
vector of values obtained from data (which is an automatically filtered version of dataEH)
starting at the time declared in date, in each tm period of time during the horizon samples.

72



6.1 ODEHubs Toolbox

• DataEH.mat is a file, in the binary data container format that the MATLAB® program uses,
with a single timetable variable called dataEH stored in it. This type of variable allows the
grouping of column-oriented data in a table where each row represents a date and time. Thus,
the columns consist of all the time-dependent variables required to simulate the system, such
as the demanded outputs or weather conditions. Users are responsible for including the data
that they need in this format, with the freedom to choose the name of each column/variable.
Columns may be empty if no data are required to be loaded, but the timetable needs to be
generated according to the simulation start time and horizon (see Section 6.3).

• EH_definition_code.m is the function employed to set the properties of the EHs, and it includes
the parameters related to Equations (4.1)–(4.16) and to Equation (4.25), via MATLAB® code.
The file provided by the authors of this work for the case study presented in Chapter 7 can be
used as a template for other systems just by adapting its content.

• ODEHubs_components.slx is the Simulink® library, which, with the support of the content of
the user_models folder, incorporates the predefined models of several storage and conversion
devices developed during the CHROMAE project [42] (Figure 6.2). Its blocks, which are
described in the next section, are employed to build Simulink® models that represent any
EH either by copying and pasting from the library or by dragging from the library browser
if ODEHubs_components.slx is added. As in any other library, the file is locked when first
opened, but users, and even the developers in future releases of ODEHubs, might add new
blocks if necessary.

• EH_def.slx is the default name given to the Simulink® model employed to define the EH
graphically, although any other syntactically valid name can be used if specified in Simula-
tion_main.m, which easily allows changing between different EHs in each simulation. A brief
example of how to build the model within it is provided in Section 6.4.

PV Modules

Boiler

Combined Heat
and Power

Absorption ChillerReversible Heat
Pump

Storage System

Heat Pump

Irrigation Pump

Nanofiltration Plant

Biomass Boiler

Desalination Plant

Solar Collector

CN 0

Convergence Node

DN 0

Divergence Node

I (0)

Input

O (0)

Output

Figure 6.2. ODEHubs’s library components defined in Simulink®, which can be used to define
customised systems either by including their elements in Simulink®’s browser or by copying
them from the library file. The name that appears under each block can be changed when the
block is included in a Simulink® model, as well as the labels within Input and Output blocks.

The remainder functions are not intended to interact with the users directly, but they are
part of the automatic process of calculating the dynamic of the EH and storing and displaying
the final results. They are distributed in different folders according to their purpose, but all
of them appear in Simulation_main.m and are responsible for calling other specific functions.
EH_definition_Simulink.m, features.m, and preset.m arrange the input data from the users to be
processed by other functions; load_data.m loads the content of DataEH.mat and filters it by
time according to values specified by the users; MPC_predictions.m, and MPC.m provide an
updated dispatch of the EH’s resources at each sample time specified for the control actions;
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EH_system.m simulates the response of the EH at each sample time specified for the system’s
dynamic; and process_results.m aggregates the flows during the simulation horizon and displays
the scheduled dispatch. At this point, note that including MPC_predictions.m and EH_system.m
is a mere formal aspect because they currently make use of the same models and variables;
thus, the control layer’s dynamic will always match the one of the systems (except if different
sample times are chosen for them). However, they will be useful in future releases of ODEHubs,
which are expected to incorporate capabilities to simulate non-deterministic scenarios as well as
different control strategies that deal with uncertainty.

6.2 ODEHubs’s Block Library
The model presented in Section 4.1 can be configured both graphically and via code and, in

either case, the parameters that need to be introduced in ODEHubs are related to the elements
of the above matrices, that is, the technical features of the devices that compose the EH. These
can be defined (in the Model tab) in either of the following ways: as a numeric data type in the
case of static coefficients, as a string containing the name of a variable of the dataEH timetable
corresponding to the value of such parameter at each sample time, as a string containing the
name of a function in the folder user_models, which provides the value of this parameter at each
sample time, or as a cell array composed of one or several of the latter ones.

ODEHubs’s block library will be used in this section to elaborate on that, since it might be
more intuitive than programming code. Figure 6.2 shows the types of blocks that need to be
used in the definition diagram, which were designed based on the elements found in the model
presented in Section 4.1.4 and the appearance of the descriptive diagrams in many works related
to EHs (see Figure 4.2, for example). They can be classified as follows.
• Ni Input blocks (Figure 6.3a, Table 6.1) characterise the available resources of the EH. Their

main parameters are the cost of acquiring the resource, part of vector c, and the maximum
and minimum values of the input flow, which compose vectors Imax and Imin.

• No Output blocks (Figure 6.3b, Table 6.2) characterise the loads or demands of the EH. Their
main parameter is the value of this flow, part of vector O or, alternatively, the constant of
proportionality mentioned in Section 4.1.4, if it is a variable device-dependent load. The mask
of these blocks allows defining such dependence as well as enabling the sale of resources
through that output, in which case additional parameters are made visible and editable: the
price of selling the resource, part of vector s, and the maximum and minimum values of the
market flow, which compose vectorsMmax andMmin.

• No or less Storage System blocks (Figure 6.5a, Table 6.5) need to be used to characterise
the storage devices of the EH. The output of each of these blocks must be connected any
Output block where energy, mass, or volume is stored. Their parameters, which are arranged
in tabs, allow defining the charge and discharge flows and the capacity of each storage system,
so they are elements of the vectorsQmin

ch ,Qmax
ch ,Qmin

dis ,Qmax
dis , Smin, and Smax; as well

as the efficiency of each storage process, taking part of the matrices Cch, Cdis, and Cs.
Additionally, the initial state of the storage system must be defined S(0) in the Storage tab.

• Convergence Node and Divergence Node blocks (Figure 6.4, Tables 6.3–6.4) do not currently
have any utility but, because of the way Simulink® treats the signals between blocks, they will
be needed in future releases to allow merging and splitting flows numerically in simulations
via Simulink®. The diagrams must incorporate these blocks whenever several flows converge
into a single flow (the sum of the original flows equals the resulting flow) or whenever a flow
diverges into different sub-flows (the sum of the sub-flows equals the original flow). Their
only configurable parameter is the number of converging or diverging flows.
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(a) (b)

Figure 6.3. Parameters of the Input (a) and Output (b) blocks

(a) (b)

Figure 6.4. Parameters of the Convergence Node (a) and Divergence Node (b) blocks

• Nd Device blocks (Figure 6.5b, Table 6.6) corresponding to devices need to be included
in the Simulink® model employed to define the EH graphically. As depicted in Figure 6.2,
ODEHubs’s library consists of some predefined blocks with the same parameters: limits
for the input(s) and output(s) of each device, related to vectors Dmin

di , Dmax
di , Dmin

do , and
Dmax

do ; and, the conversion factor(s) between them, which are required to build matrices C,
Cdi, and Cdo. At present, three different types of blocks can be distinguished: type 0, for
those with a single input and a single output (Solar Collector, PV Modules, Irrigation Pump,
Nanofiltration Plant, Desalination Plant, Heat Pump, Boiler, and Absorption Chiller); type 1,
for those with a single input and a two simultaneous outputs (Biomass Boiler and Combined
Heat and Power); and type 2, for those with a single input and a two non-simultaneous outputs
(Reversible Heat Pump). The main difference is that the types 1 and 2 are virtually divided
into two devices (one for each output) and therefore, their model-related parameters need to
be defined as a cell array composed of as many numeric data and/or strings as the number of
outputs of the device. Despite this distinction and the variety of icons employed for each kind
of device (only for representation purposes), all these blocks have the same configuration
parameters (see Figure 6.5b, Table 6.6).
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(a) (b)

Figure 6.5. Parameters of the Storage System (a) and Device (b) blocks

Table 6.1. Properties of the Input block

Icon Block’s name and description

Input. It allows to define and configure the parameters corre-
sponding to an input resource of the EH.

Parameter
[Tab] Description

ID label
[Definition]

Optional identifier of the input only for representation purposes.
By default “I”, which stands for “Input”. It can be indirectly
redefined by the users from the two following parameters.

Type of resource
[Definition]

Optional identifier. It is intended to define the type of resources
with a single letter from a drop-down menu that contains the
Latin alphabet. By default “I”, which stands for “Input”.

Label
[Definition]

Optional identifier. It is intended to identify the input within a
set of inputs with the same type of resource. By default an empty
string.

Number
[Definition]

Unique identifier of the input that can be defined by the users
for representation or data management purposes. It is used
by ODEHubs’s internal functions and, by default, ODEHubs
redefines any of these duplicate identifiers in EH’s Simulink®

model. It determines the position of the element corresponding
to that input in the I vector. By default zero.
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Table 6.1. (Continued). Properties of the Input block

Parameter
[Tab] Description

Set colour for
representation

[Definition]

Clicking this button opens a pop-up window to select from a
palette the colour used to represent the input. Alternatively, the
RGB colour can be directly defined as a three-component vector
in the box on the right side of this button. By default black.

Cost (c)
[Model]

Definition of the element of c corresponding to the input. By
default zero.

Minimum input
flow (Imin)

[Model]

Definition of the element of Imin corresponding to the input.
By default zero.

Maximum input
flow (Imax)

[Model]

Definition of the element of Imax corresponding to the input.
By default infinite.

Table 6.2. Properties of the Output block

Icon Block’s name and description

Output. It allows to define and configure the parameters corre-
sponding to an output resource of the EH.

Parameter
[Tab] Description

ID label
[Definition]

Optional identifier of the output only for representation purposes.
By default “O”, which stands for “Output”. It can be indirectly
redefined by the users from the two following parameters.

Type of resource
[Definition]

Optional identifier. It is intended to define the type of resources
with a single letter from a drop-down menu that contains the
Latin alphabet. By default “O”, which stands for “Output”.

Label
[Definition]

Optional identifier. It is intended to identify the output within
a set of outputs with the same type of resource. By default an
empty string.

Number
[Definition]

Unique identifier of the output that can be defined by the users
for representation or data management purposes. It is used
by ODEHubs’s internal functions and, by default, ODEHubs
redefines any of these duplicate identifiers in EH’s Simulink®

model. It determines the position of the element corresponding
to that output in theO vector. By default zero.
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Table 6.2. (Continued). Properties of the Output block

Parameter
[Tab] Description

Set colour for
representation

[Definition]

Clicking this button opens a pop-up window to select from a
palette the colour used to represent the output. Alternatively, the
RGB colour can be directly defined as a three-component vector
in the box on the right side of this button. By default black.

Dependence on
active flow
[Definition]

It is intended to define the element of the δO matrix correspond-
ing to the output. The drop-down menu allows the users to
choose among the following options: “none” (by default), which
makes the element of δO equal to one, and therefore no depen-
dence is established; and “charge”, “discharge”, or “device”,
which enable additional drop-down menus to select the label
(and also the device’s output in the case of “device”) of the block
corresponding to the device-dependent load. With the latter three
options, the element of δO is made equal to δch,o, δdis,o or δD,d,
respectively (bear in mind that o and d refer to generic outputs
and devices, as defined in Chapter 4); and a checkbox (“Propor-
tional demand”) is shown to specify if it is a fixed or variable
load (see Subsection 4.1.4).

Allow selling the
resource attached

to this output
[Definition]

Checkbox to enable the “Model (market sales)” tab, where the
price of selling the resource, part of vector s, and the maximum
and minimum values of the market flow, which compose vectors
Mmax andMmin, are defined. By default unchecked.

Output flow (O)
[Model (output)]

Definition of the element ofO corresponding to the output. De-
fault option if the “Proportional demand” checkbox is unchecked.
By default zero.

Constant of pro-
portionality (k)
[Model (output)]

Definition of the κ corresponding to the output, only visible if
the “Proportional demand” checkbox is checked. By default
zero.

Price (s)
[Model (market

sales)]

Definition of the element of s corresponding to the output. Only
visible if the corresponding checkbox is checked. By default
zero.

Minimum sales
flow (Mmin)

[Model (market
sales)]

Definition of the element ofMmin corresponding to the output.
Only visible if the corresponding checkbox is checked. By
default zero.

Maximum sales
flow (Mmax)

[Model (market
sales)]

Definition of the element ofMmax corresponding to the output.
Only visible if the corresponding checkbox is checked. By
default infinite.

Flow label
[Representation]

Title of the left vertical axis in the figures generated by ODEHubs.
The cell array format allows splitting the text into different rows.
By default an empty string.
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Table 6.2. (Continued). Properties of the Output block

Parameter
[Tab] Description

Storage label
[Representation]

Title of the right vertical axis in the figures generated by ODE-
Hubs. The cell array format allows splitting the text into different
rows. By default an empty string.

Axis factor
[Representation\
Right/Left axis]

Re-scaling factor for the default axis’ limits generated by ODE-
Hubs. Not applicable if it is set equal to zero, in which case the
limits defined by the users through the following parameters are
considered. By default one.

Lower limit
[Representation\
Right/Left axis]

Lower limit for the vertical axis, as defined by the users and only
applicable if the axis factor is set equal to zero. By default zero.

Upper limit
[Representation\
Right/Left axis]

Upper limit for the vertical axis, as defined by the users and only
applicable if the axis factor is set equal to zero. By default zero.

Table 6.3. Properties of the Convergence Node block

Icon Block’s name and description

Convergence Node. It allows to merge flows converging at one
junction.

Parameter
[Tab] Description

ID label
[Parameters]

Full identifier of the block used by ODEHubs’s internal functions.
It is composed by “CN”, which stands for “Convergence Node”,
and the number of the block.

Number
[Parameters]

Unique identifier assigned by ODEHubs according to the amount
of Convergence Node blocks in the Simulink® model. By default
zero.

Number of input flows

[Parameters]

Number of flows converging at the junction, as defined by the
user. It determines the internal structure of the block and the
appearance of the icon, which will have as many input ports as
the number of flows. By default two.
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Table 6.4. Properties of the Divergence Node block

Icon Block’s name and description

Divergence Node. It allows to split flows diverging at one junc-
tion.

Parameter
[Tab] Description

ID label
[Parameters]

Full identifier of the block used by ODEHubs’s internal functions.
It is composed by “DN”, which stands for “Divergence Node”,
and the number of the block.

Number
[Parameters]

Unique identifier assigned by ODEHubs according to the amount
of Divergence Node blocks in the Simulink® model. By default
zero.

Number of output
flows

[Parameters]

Number of flows diverging at the junction, as defined by the
user. It determines the internal structure of the block and the
appearance of the icon, which will have as many output ports as
the number of flows. By default two.

Table 6.5. Properties of the Storage System block

Icon Block’s name and description

Storage System. It allows to define and configure the parameters
corresponding to a storage system, attached to certain output, of
the EH.

Parameter
[Tab] Description

ID label
[Device]

Full identifier of the block used by ODEHubs’s internal functions
and automatically inherited from the Output block to which the
Storage System block is connected.

Number
[Device]

Unique identifier of the Output block to which the Storage Sys-
tem block is connected. By default zero.

Charge flow lower
bound (Qchmin)
[Model\Charge]

Definition of the element ofQmin
ch corresponding to the storage

system. By default zero.

Charge flow upper
bound (Qchmax)
[Model\Charge]

Definition of the element ofQmax
ch corresponding to the storage

system. By default zero.

Charge conversion
factor (nch)

[Model\Charge]

Definition of the element of Cch corresponding to the storage
system. By default zero.
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Table 6.5. (Continued). Properties of the Storage System block

Parameter
[Tab] Description

Discharge flow lower
bound (Qdismin)
[Model\Discharge]

Definition of the element ofQmin
dis corresponding to the storage

system. By default zero.

Discharge flow upper
bound (Qdismax)
[Model\Discharge]

Definition of the element ofQmax
dis corresponding to the storage

system. By default zero.

Discharge conversion
factor (ndis)

[Model\Discharge]

Definition of the element of Cdis corresponding to the storage
system. By default zero.

Capacity lower
bound (Smin)

[Model\Storage]

Definition of the element of Smin corresponding to the storage
system. By default zero.

Capacity upper
bound (Smax)

[Model\Storage]

Definition of the element of Smax corresponding to the storage
system. By default zero.

Degradation
conversion
factor (ns)

[Model\Storage]

Definition of the element of Cs corresponding to the storage
system. By default zero.

Storage initial
state (S0)

[Model\Storage]

Definition of the element of S corresponding to the storage
system at k = 0. By default zero.

Table 6.6. Properties of the Device blocks

Icon Block’s name and description

Multiple icons
(see Figure 6.2)

Multiple names (Solar Collector, PV Modules, Irrigation Pump,
Nanofiltration Plant, Desalination Plant, Heat Pump, Boiler,
Absorption Chiller, Biomass Boiler, Combined Heat and Power,
and Reversible Heat Pump). It allows to define and configure the
parameters corresponding to a device of the EH.

Parameter
[Tab] Description

ID label
[Device]

Identifier of the block for representation purposes, which is
automatically inherited from the name of the block and also used
by ODEHubs’s internal functions. Hence, it can be changed by
the users only and directly in the Simulink® model, which forces
its uniqueness.
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Table 6.6. (Continued). Properties of the Device blocks

Parameter
[Tab] Description

Number
[Device]

Unique identifier of the device given by ODEHubs, which is
used by its internal functions. By default zero.

Input flow(s) lower
bound (Dimin)

[Model]

Definition of the element(s) of Dmin
i corresponding to the de-

vice. For devices with multiple outputs, this parameter needs to
be introduced as a cell array. By default zero.

Input flow(s) upper
bound (Dimax)

[Model]

Definition of the element(s) ofDmax
i corresponding to the de-

vice. For devices with multiple outputs, this parameter needs to
be introduced as a cell array. By default zero.

Output flow(s) lower
bound (Domin)

[Model]

Definition of the element(s) of Dmin
o corresponding to the de-

vice. For devices with multiple outputs, this parameter needs to
be introduced as a cell array. By default zero.

Output flow(s) upper
bound (Domax)

[Model]

Definition of the element(s) ofDmax
o corresponding to the de-

vice. For devices with multiple outputs, this parameter needs to
be introduced as a cell array. By default zero.

Conversion factor(s)
[Model]

Definition of the efficiency (or efficiencies) corresponding to
each output of the device that will form the matrices Cdi, Cdo,
and C. For devices with multiple outputs, this parameter needs
to be introduced as a cell array. By default zero.

6.3 Main Configuration Parameters
Apart from setting the model’s parameters, ODEHubs’s users might want to customise the

output of the program in order to suit their needs, which can be done in the Simulation_main.m
file. Among the configuration parameters, one can select if third-party solvers are invoked, define
the solver’s options, select the start date for simulation (dataEH needs to be accordingly defined)
and which results are presented (system response or control actions), and if they are exported
as images or not. However, in the author’s opinion, the parameters with which new users could
more easily struggle are those related to sample time and horizon, which are described below
based on the interpretation of Figure 6.6: the dashed arrows indicate when the control action is
updated and the dark grey squares which control actions computed.
• EH.simparam.nm defines the simulation horizon and thus, depending on EH.simparam.tm,

how many times the loop is executed to obtain the evolution of the system according to its
dynamic, that is, updating the state of the storage systems through EH_system.m (which is
still in its beta phase).

• EH.simparam.tm defines the time between two consecutive steps of the system’s simulation.
• EH.simparam.tm_MPC defines the time between two consecutive updates of the control

action, which is calculated by MPC.m and kept constant at each iteration if the variable
EH.simparam.tm_MPC is greater than EH.simparam.tm. On the other hand, together with
EH.simparam.H_MPC, it determines the number of samples of the model employed for
optimisation. It cannot be lower than the sample time of the system EH.simparam.tm.
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Fixed horizon 

Receding horizon

…

…

System dynamic

EH.simparam.nm

EH.simparam.H_MPC

EH.simparam.H_MPC

EH.simparam.tm_MPC
EH.simparam.tm

EH.simparam.tm_MPC

EH.simparam.MPCmode = true

EH.simparam.MPCmode = false

Figure 6.6. Interpretation of the configuration parameters related to sample time and horizon for
the system and the control layer depending on the selected mode.

• EH.simparam.H_MPC defines the control horizon, which can be lower than EH.simparam.nm
if only the first control action is computed (receding horizon strategy) but needs to be equal to
this one for scheduling mode (fixed horizon strategy). In the first case (MPC mode active),
ODEHubs allows users to apply the variable horizon strategy exemplified in [41].

• EH.simparam.MPCmode determines whether the fixed horizon strategy or the receding
horizon strategy is applied. Note that dataEH must contain data for EH.simparam.nm in the
first case and for EH.simparam.nm plus EH.simparam.H_MPC in the second one.

6.4 Example of Definition via Simulink®

Let the EH presented in Figures 6.7 and 6.8 serve as an example to explain how to use
ODEHubs, which consist of the PV parking and the UAL-eCARM (the simplest EH of the
CHROMAE project, as introduced in Section 4.5).

Figure 6.7. Conceptual model of the EH example defined with ODEHubs’s blocks

CN 0
I (1)

I (2)

O (1)

PVpk

Figure 6.8. Simulink® model of the EH example defined with ODEHubs’s blocks
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In Figure 6.7, all the elements but M1, which is encapsulated in an Output block, are related
to a reciprocal block of ODEHubs’s library (see Figure 6.2). Note that, in the previous chapters
and in Figure 6.7, the origin or destination nodes of the different arrows representing the flows
within the EH have been depicted by circles. Except for the Storage System blocks, which
also encapsulate these nodes, in the rest of the cases those circles are converted into either a
Convergence Node block or a Divergence Node block. S1, the charge and discharge flows (Qch,1

and Qdis,1) and the said node are represented by a Storage System block. I1, I2, and O1 (together
with M1) are substituted by their respective Input and Output blocks, and the PV field is replaced
by it own block (PV Modules). These changes result in the Simulink® model of Figure 6.8. In
Figure 6.8, the numbers in round brackets appear once each block has been configured, as shown
in the below figures, but even if these numbers are not defined by the users and have been left
equal to zero (default value) ODEHubs will give them a new value to identify each block, as it
will do for, the PV Modules, Storage System block and Conversion Node blocks (i.e. the “CN 0”
will turn into “CN 1” the first time EH_definition_Simulinik.m is executed).

With respect to the particular configuration of each block, Figures 6.9–6.11 contain the
parameters used in this example for clarification purposes. The main changes are summarised
below and bear in mind that the users must accordingly define each parameter to ensure the
dimensional coherence in the operations that ODEHubs will perform.
• Figure 6.9 shows that the cost of solar radiation (I2) is nil, whereas electricity (I1) is assumed to

have a cost of 0.15 units. They would be represented in yellow and grey colours, respectively,
and, in both cases, no constraints have been imposed on the input flows (default values of
zero and infinite for Imin and Imax).

• Figure 6.10a presents some of the parameters of the storage system (the rest of them are
defined in the other tabs) related to the charge flow, which limited to a maximum of 3 units
and has an efficiency of 0.7.

(a) (b)

Figure 6.9. Parameters of the Input blocks in the Simulink® model of the EH example

• Figure 6.10b serves to exemplify how parameters different than constant coefficient are defined.
Although the output power of the field is not directly capped, the function Dimax_pvpk_func is
in charge of providing the maximum amount of power from the sun at each time instant, calling
other dependent functions where the models explained in Chapter 5 have been implemented;
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npvpk_func has the same purpose but for the gross efficiency of the field. In these cases, the
users are responsible for providing appropriate functions and note that the use of inverted
commas is mandatory to define a string. Furthermore, any parameter or set of parameters
(separated by commas, in the second case) can be introduced as a cell array by putting them
between curly brackets (e.g. npvpk_func).

(a) (b)

Figure 6.10. Parameters of the Storage System (a) and PV Modules (b) blocks in the Simulink®

model of the EH example

• Figure 6.11 illustrates how to configure the sale of resources in an output block. In contrast to
Figure 6.3b, there is an additional tab visible because the checkbox is checked. The price of
the sold electricity is assumed to be of 0.1 units and no constraints have been imposed on the
sale flow (default values of zero and infinite for Mmin and Mmax). In this case, the demand
of electricity would be represented in black, and “Campus_demand” represents a variable,
included in the database (DataEH.mat), that contains its values at each time instant.

6.5 Contributions and Related Publications
This chapter presents one of the core contributions of this thesis, as introduced in Section

1.4, that is, the software library, the main enhancements of the which with respect to other
alternatives have been highlighted in Section 6.1. In brief, it is composed by a set of MATLAB®

and Simulink® files, which has been developed to ease the definition and resolution of EH-related
optimisation problems and is freely available on Github (https://github.com/ual-arm/odehubs).
The package can generate the constraints of the problem defined in Chapter 4 in MATLAB® code
and obtain the optimal dispatch schedule for the deterministic MILP problem that represents
the system. This will be elucidated in Chapter 7, demonstrating its use and clarifying how
the problem is particularised for a given EH, via a case study based on the facilities of the
ENERPRO and CHROMAE projects. The preliminary versions of this tool were presented in
two conferences [47, 53], and the content of this chapter, together with Subsection 4.1.4, are
included in the paper published in Sustainability [44].
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Figure 6.11. Parameters of the Output block in the Simulink® model of the EH example
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7. Case Study: CHROMAE’s District

Chapter Summary
This chapter presents a case study to exemplify the utility of the modelling framework

proposed in Chapter 4 by means of a complex EH inspired in the potential synergy of the
facilities presented in Chapter 3. To provide a real and captivating application for the developed
approach, without loss of generality, the legal situation in Spain concerning self-consumption
between 2015 and 2018 is considered, in which sales to the grid are allowed at the pool price
and both the self-consumed energy and that sales to the grid are taxed. This conditions the
operational scheduling, which is determined considering the economic criteria of Section 4.2
and therefore the variations in the electricity price throughout the day according to the real-time
data published by the market operator.

Section 7.1 introduces the needs and relationships within the considered agro-industrial
district. Section 7.2 outlines the operation of the electricity market, whose prices condition the
scheduling, and give a view of the types of self-consumers legally recognised (during 2015-2018
and at present). Section 7.3 shows how to particularise the model presented in Chapter 4 for the
case study. Finally, the last two sections (Section 7.4 and Section 7.5) contain a description of
the scenarios considered in the simulations and a critical discussion of the results obtained in
simulations.

7.1 Test-Bed Plant Description
The agro-industrial district, employed to exemplify and clarify the content of the previous

chapters, includes most of the facilities presented in Chapter 3: the CIESOL building, the PV
parking and the UAL-eCARM electric vehicle located at the University of Almeria campus, the
AQUASOL system of the PSA research centre and the parral-type greenhouse of Cajamar’s
Experimental Station. Although these facilities are physically apart, they are considered a single
ensemble which can be modelled under the EH framework since their devices can convert,
interchange and store resources, as shown in Figure 7.1.
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CIESOL and the parking area can produce electricity through their PV systems, for themselves
and for the rest of the cluster; heat is generated from the solar collector facilities; combustion
equipment (with a CO2 capture system for the greenhouse), or the HVAC system in CIESOL
(which can also provide cooling for the building) and the desalination plant can produce drinking
water, required both by the greenhouse and CIESOL. The public electricity and water utility
network can serve as a backup or allow the sale of surplus resources.

The full description of them can be found in Chapter 3 but, for the purpose of this case
study, only the most relevant devices are taken into account, whose technical characteristics
allow establishing the operational limits and conversion factors described in Section 4.1. Since
each facility has its own database, all data needed to be cleaned, synchronised, and analysed to
determine the demand or load profiles of each resource type as well as to model the converter
devices. Furthermore, the hourly electricity price data for daily and intraday markets were
acquired from OMIE’s website [229]. This was done for the 2013-2017 period to have a wide
enough set of data available from which to select specific days for simulations.
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Public utility networks

• Climate control (heating)

• CO2  enrichment based on biomass boiler 

• Crop

• Maximize the use of solar energy

• Solar /gas heat production

• Drinking water production

• Energy efficiency optimization

• Batteries + DC Motor

• Self-driving EV prototype

• Maximize the use of solar energy

• Electricity generation + Storage

• Solar/gas heating + Storage

• Solar cooling + Storage

• Comfort control

C3H8

C3H8

Figure 7.1. Functional diagram of the case study, where each facility can demand, supply and
store different resources

7.2 Spanish Self-Consumption Regulations and Electricity Market
The Royal Decree 900/2015 [230] regulated Spanish electricity supply and generation for

self-consumption since it came into force until replaced by the Royal Decree-Law 15/2018 [231]
and the Royal Decree 244/2019 [232]. All of them apply to any renewable generation facility
connected in some way to the public grid, but not to isolated ones, and they distinguish several
kinds of self-consumption, as summarised below according to each regulation.

88



7.2 Spanish Self-Consumption Regulations and Electricity Market

Royal Decree 900/2015:
• Self-consumers type 1, whose facilities are placed within a grid on their property and which

are registered solely for self-consumption (not production). The capacity is limited to 100
kW and the owner of the facilities must also be the holder of the power purchase agreement.
Energy is only generated for self-consumption and, although surplus energy can be exported
through the public grid, it is not economically remunerated or penalised.

• Self-consumers type 2, whose facilities are registered as production facilities (in addition to
self-consumption facilities). The owner and the holder of the power purchase agreement do
not have to be the same legal entity. Surplus energy can be indirectly sold through retailers
(who are in charge of purchasing the energy excess which they will benefit from by selling
it to other consumers) at the pool price, discounting a generation fee of 0.5 AC/MWh [233]
and a 7% tax (IVPEE) [234] on the production. In addition, self-consumed energy is taxed
according to the variable charges fees published by the government.

Royal Decree 244/2019:
• Self-consumers without surplus, which are registered solely for self-consumption (not produc-

tion) and they own facilities with control of the feed-in (i.e. zero injection).
• Self-consumers with a surplus, whose facilities are registered as production facilities (in

addition to self-consumption facilities) and they can inject energy on the public distribution
network. Other two categories are distinguished within this one.
- Self-consumers with surplus and economic compensation, whose facilities need to satisfy

certain legal and technical criteria (e.g. the capacity is limited to 100 kW). The surplus
energy exported through the public grid is not economically remunerated but compensated
depending on the signed contract. For those in the free market the price is agreed with the
retailer, whereas for those in the regulated one it is set according to the pool market (as in
the following case but capped, so that there is no profit, and with a different fee).

- Self-consumers with surplus and without economic compensation, which either do not fit
in the above category or willingly decide to adhere to this one. Surplus energy can be sold
at the pool price, discounting a generation fee of 0.5 AC/MWh [233].

From the above, it becomes clear that the current legislation benefits self-consumption
facilities while keeping a similar framework in which, essentially, the former self-consumers
type 2 are not taxed any more for the energy self-consumed and self-consumers type 1 can now
perceive a remuneration for their surplus energy. Although the modelling approach proposed
would be adaptable of any of these situations, self-consumption type 2 (Royal Decree 900/2015)
will be hereinafter considered for being the more complex case.

With regard to the Spanish electrical power system, this is operated by two independent
entities: the market operator, OMI - Polo Español (OMIE) [235], which performs the economic
management of the daily and intraday markets; and the system operator, Red Eléctrica de España
(REE) [236], which is in charge of technical issues such as determining the feasibility of the
dispatch provided by OMIE (thus affecting the final scheduling and price). Both companies are
involved in the market transactions, but they do not participate directly in electricity trading.

As in the rest of the European Union, the daily market is a marginal pricing market: hourly
prices and trading volumes are set at the point where the supply and demand curves meet.
Considering Coordinated Universal Time (UTC) according to daylight saving time (DST, which
implies using UTC+1 in winter and UTC+2 in summer), purchase and sale bids for the next day
must be presented by agents to the market operator before 12:00 h for them to be included in a
matching procedure (carried out by the Euphemia algorithm [237]).
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Once this process is finished, the results are sent to the system operator to check the technical
viability. The Matching Basis Daily Schedule (MBDS) is published before 13:00 h and updated
several times a day, attending to technical and administrative constraints: the Operating Basis
Daily Schedule (OBDS) before 14:00 h, the Provisional Viable Daily Schedule (PVDS) before
16:00 h, and the Final Viable Daily Schedule (FVDS) before 17:00 h.

On the other hand, the purpose of the intraday market is to adjust the Final Viable Daily
Schedule by again presenting the sale and purchase bids. Only agents who have previously
participated in the daily market session can submit bids, and they can only do it for the same
hourly periods in which they have participated. This is structured into six sessions, as presented
in Table 7.1 and Figure 7.2 for 2018 (this has changed since then [238]), which end with the
publication of the Final Hourly Schedule (FHS); thus, prices are updated twice before the day
begins and four times (taking into account the three first hours of the first session) before the day
ends.

Table 7.1. Intraday market schedule in 2018 (UTC+1/UTC+2). Source: [235]

Session number 1 2 3 4 5 6
Session opening 17:00 21:00 01:00 04:00 08:00 12:00
Session closing 18:45 21:45 01:45 04:45 08:45 12:45
Matching results 19:30 22:30 02:30 05:30 09:30 13:30
Breakdowns 19:50 22:50 02:50 05:50 09:50 13:50
FHS publication 20:45 23:45 03:45 06:45 10:45 14:45
Schedule horizon 27 h 24 h 20 h 17 h 13 h 9 h
Hourly periods 22-24 1-24 5-24 8-24 12-24 16-24

0

16:00 20:00 00:00 04:00 08:00 12:00 16:00 20:00 00:00

FVDS OF DAY D

FVDS OF DAY D+1

INTRADAY

27 hours

24 hours

20 hours

17 hours

13 hours
9 hours

Coordinated Universal Time +1/+2 (HH:MM)

Figure 7.2. Daily market and intraday market distribution in 2018. Time axis label refers to both
summer (UTC+2) and winter periods (UTC+1). Source: [235]
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7.3 Modelling under the Proposed Approach
This subsection constitutes a real application example of the extended EH model proposed

in Chapter 4. In the cluster described above, and depicted in Figure 7.1, resources can be
identified as inputs or outputs depending on their origin and destination. In broad terms, inputs
are comprised of raw materials and outputs of a load or demand from any of the facilities. These,
together with the conversion and storage devices for each facility, form the EH illustrated in
Figure 7.3. The following paragraphs provide details of the elements in Equations (4.1)–(4.16)
particularised for this example.

7.3.1 Decision Variables and Constraints

Figure 7.3. Schematic diagram of the real EH example. The individual equipment for each
facility constitutes the conversion devices, whereas the public utility networks can interchange
resources through I1, I8, M1, and M8. Some resources are represented by different colours,
depending on the variables associated to them, in order to clarify the results in Section 7.5.

Figure 7.3 represents the example case, which consists of an EH with eight inputs and nine
outputs, three of which coincide with resources available for sale (a description of each is
offered in Table 7.2). Moreover, considering single-input and single-output converters so as
to be able to set suitable constraints, and therefore to have two independent converters for
both the greenhouse biomass boiler and the CIESOL reversible heat pump, a total amount of
twelve converters (numbered within round brackets in Figure 7.3) can be identified. Different
resource flows are distinguished by colours, as indicated in the legend, and nodes are employed
to discern converging or diverging flows from any other crossing line caused by picturisation.
As in the general model, input, output, charge, discharge, market sales, and storage vectors are
defined based on top to bottom input and output resources. Radiant power has been split into
three different inputs because each has a different economic cost (remember, PV generation for
self-consumption type 2 is taxed).
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Table 7.2. Input, output, and market variables description

Figure 7.3 Figure 7.4 Description Units
I1 Ei Electricity from the public utility network kW
I2 Rpvpk Radiant power received from parking PV modules kW
I3 Rpvcs Radiant power received from CIESOL PV modules kW
I4 Rsc Radiant power received from solar collectors kW
I5 Pi Propane for fossil fuel combustion systems kg/h
I6 Bi Wood pellets for the biomass boiler kg/h
I7 Si Seawater for the desalination plant m3/h
I8 Wi Drinking water from the public utility network m3/h

O1 Eo Electricity for CIESOL and the greenhouse kW
O2 Co Thermal power (cooling) for CIESOL kW
O3 Hcs Thermal power (heating) for CIESOL kW
O4 Hgh Thermal power (heating) for the greenhouse kW
O5 Esgh Electricity for the greenhouse’s CO2 pump kW
O6 Go Carbon dioxide for the greenhouse kg/h
O7 Hdp Thermal power (heating) for the desalination plant kW
O8 Edp Electricity for the desalination plant kW
O9 Wo Water for CIESOL and the greenhouse m3/h

M1 - Electricity sold through the public utility network kW
M6 - Carbon dioxide released from storage kg/h
M9 - Water sold through the public utility network m3/h

According to Figure 7.3, only electricity, CO2 and water sales are allowed, and there is no
storage system for the electricity required by the CO2 compression pump. Thus, for the sake of
simplicity, the variables M2, M3, M4, M5, M7, M8, S5, Qch,5, and Qdis,5 are not represented.

However, they still constitute elements of the market sales, storage, charge, and discharge
vectors, so the upper and lower limits of these variables have to be zero. Note that M6 refers
to CO2 released (not sold) as this constitutes an arrangement for avoiding unfeasible solutions
when the storage is full.

Similar representations of EHs are found in the literature, but this was devised in accordance
with Simulink®’s block-oriented philosophy. Bearing in mind Figure 7.3, the implementation
in ODEHubs is nearly immediate, as shown in Figure 7.4. Note that, the labels within some
blocks are customisable for representation purposes, although by default, ODEHubs names each
input and output to present the results according to the number in round brackets, matching the
notation in Figure 7.3. ODEHubs also renames the Storage System blocks according to the label
of the Output block to which they are connected.

In Figure 7.4, the labels within Input and Output blocks and the name of each device have
been chosen to identify the kind of resources and device, but they are related to Figure 7.3 as
specified in the second column of Table 7.2. With respect to the devices, their label correspond
to the numeration in Figure 7.3 as indicated in round brackets: PVpk (D1), PVcs (D2), SCcs (D3),
SCdp (D4), PBdp (D5), PBgh (D6), BBgh (D7 and D8), AC (D9), HP (D10 and D11), DP (D12). In
addition, M1, M6, and M9 are intentionally missing because they are internally included in their
respective Output blocks, which have been configured to allow the sale of the resources attached
to that output (see Figure 6.3b).
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Figure 7.4. Case study of the EH defined through ODEHubs’s blocks in Simulink®
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Note that, in Figure 7.3, the missing arrows at the desalination plant (electricity and heat) and
CO2 storage input ports indicate that no conversion exists for these flows: they just represent
the dependence of loads O5, O7 and O8 on those devices, as their related binary variables also
corroborate. Analogously, in Figure 7.4, the block corresponding to these devices are bypassed
and the arrows are directly connected to their respective Output block. Therefore, in this case,
ODEHubs defines the output activation matrix δO as the nine-dimension identity matrix whose
elements (5,5), (7,7), and (8,8) have been replaced by δch,6, δD,12, and δD,12.

The size of matrices C, Ci, Cdi and Cdo makes their mathematical representation difficult;
hence they are defined in Tables 7.3–7.6, which contain their non-zero elements and their
respective indexes. Readers are also referred to the Appendix for the full representation of these
matrices. In addition, Table 7.7 shows—without mathematical notation, since its content does not
refer to variables—the possible paths represented by vector P . This is carried out automatically
by ODEHubs, regardless of users’ intervention, but it is included here for clarification.

Table 7.3. Matrix C of 9 × 30 elements

Row Col. Value Row Col. Value Row Col. Value Row Col. Value
1 1 1 1 6 ηD,1 1 11 ηD,2 2 2 ηD,10
2 7 ηD,1ηD,10 2 12 ηD,2ηD,1 2 16 ηD,3ηD,9 2 19 ηD,4ηD,9
2 25 ηD,7ηD,9 3 3 ηD,11 3 8 ηD,1ηD,11 3 13 ηD,1ηD,11
3 17 ηD,3 3 20 ηD,4 3 26 ηD,7 4 18 ηD,3
4 21 ηD,4 4 24 ηD,6 4 27 ηD,7 5 5 1
5 10 ηD,1 5 15 ηD,2 6 28 ηD,8 7 22 ηD,4
7 23 ηD,5 8 4 1 8 9 ηD,1 8 14 ηD,2
9 29 ηD,12 9 30 1

Table 7.4. Matrix Ci of 8 × 30 elements

Row Col. Value Row Col. Value Row Col. Value Row Col. Value Col. Value
1 1 1 1 2 1 1 3 1 1 4 1 1 5 1
2 6 1 2 7 1 2 8 1 2 9 1 2 10 1
3 11 1 3 12 1 3 13 1 3 14 1 3 15 1
4 16 1 4 17 1 4 18 1 4 19 1 4 20 1
4 21 1 4 22 1 5 23 1 5 24 1 6 25 1
6 26 1 6 27 1 7 29 1 8 30 1

Table 7.5. Matrix Cdi of 12 × 30 elements

Row Col. Value Row Col. Value Row Col. Value Row Col. Value Col. Value
1 6 1 1 7 1 1 8 1 1 9 1 1 10 1
2 11 1 2 12 1 2 13 1 2 14 1 2 15 1
3 16 1 3 17 1 3 18 1 4 19 1 4 20 1
4 21 1 4 22 1 5 23 1 6 24 1 7 25 1
7 26 1 7 27 1 8 28 1 9 16 ηD,3 9 19 ηD,4
9 25 ηD,7 10 2 1 10 7 ηD,1 10 12 ηD,2 11 3 1
11 8 ηD,1 11 13 ηD,2 12 29 1
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Table 7.6. Matrix Cdo of 12 × 30 elements

Row Col. Value Row Col. Value Row Col. Value Row Col. Value
1 6 ηD,1 1 7 ηD,1 1 8 ηD,1 1 9 ηD,1
1 10 ηD,1 2 11 ηD,2 2 12 ηD,2 2 13 ηD,2
2 14 ηD,2 2 15 ηD,2 3 16 ηD,3 3 17 ηD,3
3 18 ηD,3 4 19 ηD,4 4 20 ηD,4 4 21 ηD,4
4 22 ηD,4 5 23 ηD,5 6 24 ηD,6 7 25 ηD,7
7 26 ηD,7 7 27 ηD,7 8 28 ηD,8 9 16 ηD,3ηD,9
9 19 ηD,4ηD,9 9 25 ηD,7ηD,9 10 2 ηD,10 10 7 ηD,1ηD,10

10 12 ηD,2ηD,10 11 3 ηD,11 11 8 ηD,1ηD,11 11 13 ηD,2ηD,11
12 29 ηD,12

Table 7.7. Path vector’s elements for each path in the real plant

Pp Path* Pp Path* Pp Path*

P1 I1→ O1 P2 I1→ D10→ O2 P3 I1→ D11→ O3
P4 I1→ O8 P5 I1→ O5 P6 I2→ D1→ O1
P7 I2→ D1→ D10→ O2 P8 I2→ D1→ D11→ O3 P9 I2→ D1→ O8
P10 I2→ D1→ O5 P11 I3→ D2→ O1 P12 I3→ D2→ D10→ O2
P13 I3→ D2→ D11→ O3 P14 I3→ D2→ O8 P15 I3→ D2→ O5
P16 I4→ D3→ D9→ O2 P17 I4→ D3→ O3 P18 I4→ D3→ O4
P19 I4→ D4→ D9→ O2 P20 I4→ D4→ O3 P21 I4→ D4→ O4
P22 I4→ D4→ O7 P23 I5→ D5→ O7 P24 I5→ D6→ O4
P25 I6→ D7→ D9→ O2 P26 I6→ D7→ O3 P27 I6→ D7→ O4
P28 I6→ D8→ O6 P29 I7→ D12→ O9 P30 I8→ O9
*I: input, O: output, D: device.

Finally, Equations (4.14)–(4.16) must be rearranged by ODEHubs to set suitable constraints
for the EH presented in Figure 7.3: owing to the dependence of the electricity and water supply
networks, Equations (7.1) and (7.2) are required,

δI,1(k) + δM,1(k) ≤ 1, (7.1)

δI,8(k) + δM,9(k) ≤ 1, (7.2)

where δI,1 is the binary variable that allows the purchase of electricity from the grid, δM,1 is the
binary variable that allows the injection of electricity to the grid, δI,8 is the binary variable that
allows the purchase of water from the public network, and δM,9 is the binary variable that allows
the sale of water through the public network; the reversible heat pump is split into two virtual
devices which cannot operate at the same time, as stated by Equation (7.3),

δD,10(k) + δD,11(k) ≤ 1, (7.3)

where δD,10 is the binary variable that allows the use of the heat pump in heating mode, and
δD,11 is the binary variable that allows the use of the heat pump in cooling mode; and, since the
biomass boiler produces both thermal energy and CO2, consider Equation (7.4),

P25 + P26 + P27 = P28, (7.4)

where the left term of the equation represents the biomass flow for heat production whereas the
right one represents the biomass flow for CO2 production.
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7.3.2 Operation Limits and Conversion Factors
Except for the solar systems, the upper and lower limits of the conversion devices, summarised

in Table 7.8, correspond to static models based on their datasheet [57] and a previous study
for the desalination plant [239]. Note that, Table 7.8 only contains values for Di because the
constraints are referred to devices’ inputs, and the lower and upper limit of Do are set to zero and
infinity, respectively (i.e. Do is unconstrained). For storage systems, either hypothetical values
are assumed, or values obtained from experimentation are included [222], whereas lower and
upper limit inputs are again set to zero and infinity, respectively. The market sales vector limits
are not tabulated since they are zero for all their elements apart from M1, M6, and M9. These,
together with the input vector elements, have their lower limit set to zero whereas their upper
limits are set to infinity, although the flows are indirectly limited by the production capacity of
the conversion devices.

Table 7.8. Limits for converters, storage capacity, charge, and discharge flows

Variable Min Max Variable Min Max
Di,5 0 kg/h 20 kg/h S1 0 kWh 11 kWh
Di,6 0 kg/h 6.8 kg/h S2 0 kWh 29 kWh
Di,7 15 kg/h 40 kg/h S3 0 kWh 174.2 kWh
Di,8 15 kg/h 40 kg/h S4 0 kWh 116.1 kWh
Di,9 0 kW 100 kW S5 0 kWh 0 kWh
Di,10 0 kW 26.5 kW S6 0 kg 25.2 kg
Di,11 0 kW 26.5 kW S7 0 kWh 335.4 kWh
Di,12 7.5 m3/h 8.5 m3/h S8 0 kWh 20 kWh

- - - S9 0 m3 6 m3

Qch,1 0 kW 3 kW Qdis,1 0 kW 3 kW
Qch,2 0 kW 20.9 kW Qdis,2 0 kW 20.9 kW
Qch,3 0 kW 125.4 kW Qdis,3 0 kW 125.4 kW
Qch,4 0 kW 104.5 kW Qdis,4 0 kW 104.5 kW
Qch,5 0 kW 0 kW Qdis,5 0 kW 0 kW
Qch,6 0 kg/h 51 kg/h Qdis,6 0 kg/h 51 kg/h
Qch,7 0 kW 250.8 kW Qdis,7 0 kW 250.8 kW
Qch,8 0 kW 3 kW Qdis,8 0 kW 3 kW
Qch,9 0 m3/h 3 m3/h Qdis,9 0 m3/h 3 m3/h

In contrast, devices 1 and 2 limits are set using real weather conditions and the models
described in Chapter 5. The result of Equation 5.2 becomes both the upper and lower limits
because it is assumed that there is no control system to adjust the irradiance received (only
the electricity produced can be controlled through their maximum power point trackers, which
are not connected to the data recording system). In the case of the PV parking area, these
values are scaled to a tenth of its capacity to make the analysed situations more realistic: the
Spanish self-consumption regulations (RD 900/2015) limited the power of PV facilities so this
arrangement adapts the values of the energy produced to those typically demanded by the EH
considered. Upper limits are calculated in a similar way, using the clear-sky model and the data
from former studies, for both solar collector systems (the one in CIESOL [227] and the other
in the desalination plant [228]) and, since their control system can regulate the inlet water flow,
the lower limits are set to zero. As to conversion, degradation, charge, and discharge coefficient
values, static models are used for most devices [57], as shown in Table 7.9.
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Table 7.9. Conversion, degradation, charge, and discharge coefficients

Coeff. Value Coeff. Value Coeff. Value Coeff. Value
ηD,5 11.54 ηs,1 0.02 ηch,1 0.7 ηdis,1 0.8
ηD,6 11.54 ηs,2 0.06 ηch,2 0.9 ηdis,2 0.9
ηD,7 4.25 ηs,3 0.06 ηch,3 0.9 ηdis,3 0.9
ηD,8 1.76 ηs,4 0.06 ηch,4 0.9 ηdis,4 0.9
ηD,9 0.7 ηs,5 0.02 ηch,5 0.7 ηdis,5 0.8
ηD,10 2.9 ηs,6 0 ηch,6 1 ηdis,6 1
ηD,11 3.1 ηs,7 0.06 ηch,7 0.9 ηdis,7 0.9
ηD,12 0.32 ηs,8 0.02 ηch,8 0.7 ηdis,8 0.8

- - ηs,9 0 ηch,9 1 ηdis,9 1

Combustion system coefficients are determined according to the lower heating value (LHV) of
each fuel and assuming a 90% global efficiency for thermal energy, a 98% combustion efficiency
and a 45% carbon content in the biomass [57]. Both the reversible heat pump and the absorption
chiller coefficients are obtained from their datasheets whereas the desalination plant conversion
is obtained from [239]. For storage systems, either hypothetical values are assumed, or values
obtained from experimentation are included [222].

7.3.3 Resource Prices
Firstly, the vectors c(k) and s(k) are defined through Equations (7.5) and (7.6) to express

the price of the resource flows represented by I(k) and M(k), where zeros refer to cost-free
resources.

c(k) =
[
c1 c2 c3 0 c5 c6 0 c8

]
(7.5)

s(k) =
[
s1 0 0 0 0 0 0 0 s9

]
(7.6)

Electricity cost c1 = 1.21pE is calculated according to the local supply company tariff with
super off-peak time discrimination [240], for low-voltage contracted power over 15 kW, with
winter and summer corresponding to daylight saving time periods. A 21 % value-added tax
(VAT) is applied to prices (pE) presented in Table 7.10.

Table 7.10. Local supply company tariff prices (pE). Source: [240]

Period Price Winter (UTC+1) Summer (UTC+2)
P1 0.168899 AC/kWh 18-22 h 11-15 h
P2 0.093162 AC/kWh 8-18 h / 22-24 h 8-11 h / 15-24 h
P3 0.073738 AC/kWh 0-8 h 0-8 h

Photovoltaic energy costs c2 = ηD,1pPV and c3 = ηD,2pPV are obtained from variable charges
over the 3.0A access fee [241] shown in Table 7.11. Since these prices (pPV ) refer to self-
consumed energy, two adjustments are performed: prices in Table 7.11 are multiplied by ηD,1
and ηD,2 to get, respectively, c2 and c3 in terms of radiant power, and prices are aggregated to s1
in order to take into account the portion of non-self-consumed energy (bear in mind the case for
self-consumption type 2).
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Table 7.11. Variable charges with the 3.0A access fee (pPV ). Source: [241]

Period Price Winter (UTC+1) Summer (UTC+2)
P1 0.019894 AC/kWh 18-22 h 11-15 h
P2 0.013147 AC/kWh 8-18 h / 22-24 h 8-11 h / 15-24 h
P3 0.008459 AC/kWh 0-8 h 0-8 h

With regard to the remaining c(k) elements, constant values are assumed based on local
retailer prices: the propane cost c5 is fixed at 1.4 AC/kg plus 21 % VAT [242], the biomass cost c6
is fixed at 0.255 AC/kg (VAT included) [243] and the water cost c8 is fixed at 0.497 AC/m3 plus 10
% VAT [244].

Regarding sales, electricity prices (7.7) from daily and intraday markets (pES), expressed in
AC/MWh, are considered together with the generation fee (0.5 AC/MWh), the 7 % IVPEE and the
non-self-consumed energy in order to calculate s1 (7.7). Water (s9) is considered to be sold at 90
% of the purchase price; in other words, 0.447 AC/m3. Note that the s6 price is zero because M6

expresses the amount of CO2 released from storage.

s1 = (0.93pES − 0.5)/1000 + pPV (7.7)

7.4 Simulation Scenarios
7.4.1 Management Strategy

Assuming that the output vector, the weather conditions and the resource prices are known, or
at least estimated with a high degree of confidence, for a period of H samples, different criteria
(economic, environmental, etc.) can be considered to determine the operation schedule (i.e. the
values for input, charge, discharge vectors and the binary variables, which are decision variables)
minimising an objective function. In this case, the management strategy aimed at achieving the
lowest operation cost is applied by solving the optimisation problem stated in Equation (4.25).

In real applications, the decision variables determined this way can constitute set-points for
lower-level control loops, which adjust the operation for each device. Because of uncertainties
in energy prices and demand, the decision variables must be dynamically determined and so
the optimisation problem is solved iteratively in order to update the set-point values. Similar to
MPC algorithms, a receding but variable horizon strategy is employed: operation schedule is
calculated by repeatedly solving the above-mentioned problem with different values of H , only
taking into account the decision variable values of the first sample.

For simplicity’s sake, only resource cost is considered (self-consumption fixed charges and
maintenance costs are not taken into account), so c(k) and s(k) are row vectors containing the
price of each input or sold resource in terms of energy, mass or volume. Equation (4.25) is
adjusted in ODEHubs to take into account the fact that the sample time T is defined in minutes,
and the optimisation problem is actually formulated as in Equation (7.8),

min
H−1∑
k=0

(c(k)I(k)− s(k)M (k))
T

60

s.t. Equations (4.1)–(4.16).

(7.8)
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Both the legal framework and the electricity market have been detailed in this section to
justify resource pricing and formulate the problem formally. The district can be sorted out as
self-consumption type 2, and therefore the surplus energy produced in the photovoltaic facilities
can be sold through the public utility network. Thus, electricity pricing plays a fundamental role
in the optimisation problem since it delimits the H value and determines the first element of the
s(k) vector. Although prices are updated four times in the daily market, only the FVDS price
published before 17:00 h (UTC+1/UTC+2) is available for download; therefore, this time will
be employed to determine the length of the optimisation horizon (see Figure 7.5) together with
the intraday session’s FHS publication time (the output vector, the weather conditions and the
remaining resource prices are assumed to be known for any given time period).

DAILY (FVDS)

INTRADAY 1

INTRADAY 2

INTRADAY 3

INTRADAY 4

INTRADAY 5

INTRADAY 6
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22
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Figure 7.5. Optimisation horizons for each iteration performed to obtain the scheduling and to
update the prices in each one (numbers between arrows delimit the intervals considered). In
iterations 19 to 22, prices from both the daily market and the sixth session of the intraday are
employed, so the arrows are divided to indicate the prices corresponding to each one. The time
axis label refers to both summer (UTC+2) and winter periods (UTC+1).

• From 0 h to 18 h (UTC+1/UTC+2), the operation schedule is calculated by shortening H
in order to make it equivalent to the difference between the current time and midnight, the
period when the electricity price is known.

• From 18 h to 24 h (UTC+1/UTC+2), the electricity price is published for the whole of the
following day, so H takes a value equivalent to 24 h (24 samples, given the sample time).
In both cases, the vector s(k) is updated according to the prices published by OMIE con-

cerning daily and intraday markets, as detailed below, leaving an hour-long margin from the
time when prices are published. The sample time can be fixed to sixty minutes, considering that
electricity prices are published on this basis, and Figure 7.5 illustrate how the horizon’s length is
determined for the twenty-four iterations required to obtain the daily schedule.
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7.4.2 Selected Experimental Data
With regard to weather conditions and demand profiles, two days are selected from the

2013–2017 period as an example of a summer (01/08/2014) and winter (31/01/2014) day. All
the parameters characterising each kind of day (the output vector, the ambient temperature, the
solar radiation and the electricity price) are depicted below in Figures 7.6–7.8. Since H can take
a value equivalent to 24 h, the period of data corresponding to 02/08/2014 and 01/02/2014 are
also included. All one-minute data were averaged over a sixty-minute period and the storage
systems are supposed to be empty at the outset.

Figure 7.6. Weather conditions for the scenarios simulated. The summer period (01/08/2014-
02/08/2014) corresponds to higher average levels of temperature and radiation versus the winter
period (31/01/2014-01/02/2014). The time axis label refers to both summer (UTC+2) and winter
periods (UTC+1), depending on the date.

Firstly, weather conditions directly affect the amount of energy produced in the solar systems:
the available solar radiation is required to determine the lower and/or upper limit of certain
devices and the ambient temperature is related to the performance of the same. In order to give
an idea of the contrast between both days, Figure 7.6 illustrates the ambient temperature together
with the global, direct beam, and diffuse radiation in each case. As can be observed, the summer
period at the latitude considered is characterised by higher temperatures for both days, oscillating
between 18.4 °C and 30.4 °C versus 8.1 °C and 21.8 °C in the winter period. Global horizontal
irradiance (GHI), direct normal irradiance (DNI) in the first case also surpass those in the second
whereas these data, together with the diffuse horizontal irradiance (DHI) profiles, reflect the
presence of cloudiness on 31/01/2014 and 01/02/2014 (cloudiness increases the amount of DHI
and diminishes the DNI).
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Figure 7.7. Electricity prices for the scenarios simulated. The shadowed areas indicate the data
employed when the strategy proposed is applied (see Figure 7.5). In general, the energy is more
expensive on the summer days (01/08/2014-02/08/2014) versus the winter days (31/01/2014-
01/02/2014). The time axis label refers to both summer (UTC+2) and winter periods (UTC+1),
depending on the date. Source: [229]

In addition, Figure 7.7 consists of the electricity prices from the daily (FVDS) and intraday
markets, as published by OMIE for the periods considered. Because of the horizon of each
session, the prices of Session 2 overlap between 21–24 h, whereas in Sessions 3–6, gaps appear
in the hours prior to price publication. In accordance with the strategy proposed and the sample
time of sixty minutes, the prices employed in each iteration are determined as shown in Figure
7.5; those employed for simulations have been shadowed in Figure 7.7.

Indirectly, the demand profiles are influenced by the weather conditions, so it is important to
depict the output resources required for all the facilities, as presented in Figure 7.8, to understand
the results. On the one hand, the electricity profiles are quite similar since, in both periods, a
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base power of around 65 kW is demanded. Thermal power demand is strongly related to the
workday and the season of the year: in summer the workday is shorter and there is only cooling
demand, which is concentrated during the morning (from 8 to 15 h on 01/08/2014), whereas in
winter the workday usually last beyond 18 h and only heating is required. The 01/02/2014 date
corresponds to a non-working day (Saturday) and therefore the heating profile is nil.

Figure 7.8. Demands for the scenarios simulated. From top to bottom: electricity or CIESOL
and the greenhouse (O1), thermal power (cooling) for CIESOL (O2), thermal power (heating)
for CIESOL (O3), thermal power (heating) for the greenhouse (O4), carbon dioxide for the
greenhouse (O6), and water for CIESOL and the greenhouse (O9). The outputs attached to binary
variables are not included since they are not known beforehand. The time axis label refers to
both summer (UTC+2) and winter periods (UTC+1), depending on the date.
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On the other hand, greenhouse’s heating and CO2 demands usually constitute opposite profiles
since the former is needed at night, especially when the ambient temperature is lower (usually in
winter) while the latter is related to photosynthetic activity, which only occurs in the presence of
radiation (the availability of which is higher in summer) during the day. Figure 7.8 illustrates
these facts since the thermal power demanded is higher on 31/01/2014 and on 01/02/2014; as does
the CO2 on 01/08/2014 and on 02/08/2014. With regard to water requirements, these increase
during the workday, with peaks in periods of greenhouse irrigation, and with no significant
differences between both simulated scenarios.

7.5 Resource Scheduling Results
The problem addressed is solved by running intlinprog MATLAB®’s solver [245] iteratively

on an Intel® CoreTM i7-6700K 4GHz CPU, taking less than two minutes for each scenario.
Results for 01/08/2014 are shown in Figures 7.9, 7.11 and 7.13 and on 31/01/2014 in Figures
7.10, 7.12 and 7.14, employing colours according to each kind of resource as in Figure 7.3.

Each figure contains the hourly demand profiles (outputs), plotted with a thick line, and the
market sales profile (Mo), stacked over the latter with a thin line; both are scaled to the left axis
and expressed in terms of power or flow. The dashed line, scaled to the right axis, represent the
evolution of the storage systems, corresponding to each output (So), in terms of energy, mass or
volume. In each plot, the right axis upper limit corresponds to the storage maximum capacity
(except for S5). Coloured stacked bars (scaled to the left axis) indicate inputs for which demands
are met (Ii); therefore, when they are over the demand and sales profiles, the storage systems are
charged (so the dashed line has a positive slope) whereas they are discharged when under them.
Because of the degradation assumed in certain stored resources (see Table 7.9), in some cases
the storage profile has a negative slope, similar to a discharge, even when the demand and sales
profiles are met (see for example S1 in Figure 7.9 between 18 h and 24 h or S2 in Figure 7.10
between 12 h and 22 h).

Figure 7.9 and Figure 7.10 combine the results obtained for the thermal power demanded by
CIESOL and the electricity that it and the greenhouse need. Heating demand during the summer
day is nil (O3 in Figure 7.9) and this is almost the same with the cooling demand on the winter
day (O2 in Figure 7.10). The solar energy value is manifested in the remaining plots since the
demand during the morning and the afternoon is covered by photovoltaic (see I2 and I3) or solar
thermal power (I4). This is because solar alternatives are cheaper than purchasing electricity
(I1), providing that sufficient radiation is available. A key difference between the summer and
the winter day is that the electricity storage system (S1) is not completely empty at day’s end in
summer. This is justified because the prices for the following day (see shadowed Daily Prices in
Figure 7.7) make it profitable to store energy in the first case (01/08/2014) but not in the second
(31/01/2014), when prices fall by around 30 AC/MWh. The thermal storage system (S2 and S3)
variations experience consistent behaviour: accumulating energy during the sun hours to utilise
it during the evening and at night, instead of using electricity. The only exception to this is the
biomass boiler (I6) working during the night, at 0 h on 01/08/2014 and at 3 h on 31/01/2014, in
order to take advantage of both the CO2 and the heat demanded (see O4 and O6 in Figure 7.11
and Figure 7.12 at those times). With regard to electricity sales (M1), these are clearly noticeable
on 01/08/2014 during the afternoon and, to a lesser extent, on 31/01/2014 at 13 h.
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Figure 7.9. Simulation results on 01/08/2014 (first trio of variables). The figure contains the
scheduling for each output (Oo) of the case study EH, sorted by number and including the
evolution of each storage system (So), the inputs through which the demand is met (Ii), and the
resources sold (Mo).

Figure 7.10. Simulation results on 31/01/2014 (first trio of variables). The figure contains
the scheduling for each output (Oo) of the case study EH, sorted by number and including the
evolution of each storage system (So), the inputs through which the demand is met (Ii), and the
resources sold (Mo).

104



7.5 Resource Scheduling Results

Figure 7.11 and Figure 7.12 contain the results related to the CO2 and thermal power con-
sumption of the greenhouse. Note that the coloured stacked bars corresponding to the inputs
which meet the demands in each figure are presented at the same time (0 h on 01/08/2014 and 3
h on 31/01/2014). The explanations for the scheduling observed are as follows: the only source
to produce carbon dioxide is the biomass boiler (I6) but, on the one hand, its input mass flow
is limited to a minimum of 15 kg/h (see Table 7.8) and, on the other, the cost of storing CO2

increases with the number of times that the compressor activates (O5). Therefore, as soon as the
greenhouse requires this gas enrichment (O6), the reasonable decision is to produce all the CO2

required for the whole day in a single step so as to avoid wasting electricity with the compressor
(O5). Given that more CO2 than required is produced because of the boiler’s input lower limit,
a portion is released (M6) in both cases. Additionally, the thermal energy produced is stored
(S2, S3, S4) or employed to supply other demands (O2, O3, O4), as shown in Figure 7.9 at the
middle and bottom, and in Figure 7.11 at the top. Since the carbon dioxide is required (O6) for
the first time during the night in both cases, solar energy sources (I2, I3) cannot be employed
to supply electricity to the compressor (O5). The greenhouse thermal demand (O4) is almost
entirely covered with the heat produced by the boiler, except at 23 h on 01/08/2014 when the
propane heater actuates as a support supply (I5).

Figure 7.13 and Figure 7.14 include the scheduling for the water and the desalination plant
demands. The main differences between both days is that powering the desalination plant (O7,
O8) to produce water on 31/01/2014 was not worthwhile (Figure 7.14), even though this is not
necessarily the general case in winter, since the energy from the sun (I2, I3, I4) is not enough to
cover the requirements of the whole EH (using propane and acquiring electricity increases the
cost) and buying water instead (I8) is more economical.

Figure 7.11. Simulation results on 01/08/2014 (second trio of variables). The figure contains
the scheduling for each output (Oo) of the case study EH, sorted by number and including the
evolution of each storage system (So), the inputs through which the demand is met (Ii), and the
resources sold (Mo).
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Figure 7.12. Simulation results on 31/01/2014 (second trio of variables). The figure contains
the scheduling for each output (Oo) of the case study EH, sorted by number and including the
evolution of each storage system (So), the inputs through which the demand is met (Ii), and the
resources sold (Mo).

Figure 7.13 illustrates the opposite situation: the abundance of radiation allows seawater
to be distilled at a lower cost. In this case, the amount of water produced (I7) is more than
needed (O9) in order to sell the excess through the public network (M9) or to store it (S9) for the
following day (when it would likewise be sold or consumed). The figure also shows how the
desalination plant power demand (O7, O8) corresponds to the periods when water is produced
(I7). Although in this case the demands are met through the solar production facilities (I2, I3, I4),
the support of the power grid (I1) and the propane boiler (I5) could be necessary under certain
circumstances to supply water profitably (for example complementing the photovoltaic and solar
thermal production).

In addition, all these results are summarised in Table 7.12 in terms of demanded/supplied
energy, mass or volume for vectors I , O and M over the simulated days. Also, the total cost
of importing (positive values) or selling resources (negative values) are included, according to
vectors c and s. Although demand differs between the summer and the winter day, especially
that related to thermal power, in both cases the total operation cost is quite similar: less than a
3 AC difference. Higher demands on 01/08/2014 were compensated for by electricity and water
sales through the public utility networks. It is noticeable that the cost of self-consumed energy
represents a 34.7%, in the summer day, and a 13.3%, in the winter day, of the total operation
cost, which is however well worth it for the savings on the electricity imported from he grid.
Since the case presented is based on the Royal Decree 900/2015, performing the same analysis
considering the current situation (Royal Decree 244/2019) would give as a result lower operation
costs, pointing up the benefits of RES.
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7.5 Resource Scheduling Results

Figure 7.13. Simulation results on 01/08/2014 (third trio of variables). The figure contains
the scheduling for each output (Oo) of the case study EH, sorted by number and including the
evolution of each storage system (So), the inputs through which the demand is met (Ii), and the
resources sold (Mo).

Figure 7.14. Simulation results on 31/01/2014 (third trio of variables). The figure contains
the scheduling for each output (Oo) of the case study EH, sorted by number and including the
evolution of each storage system (So), the inputs through which the demand is met (Ii), and the
resources sold (Mo).
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Table 7.12. Input, output, and market total demand/supply and costs

Summer day Winter day
Variable Accumulated Cost Accumulated Cost

I1 1150.28 kWh 116.81 AC 1171.32 kWh 141.82 AC
I2 5102.92 kWh 60.73 AC 2615.97 kWh 22.89 AC
I3 39.91 kWh 0.20 AC 262.63 kWh 2.18 AC
I4 3189.96 kWh 0 AC 606.42 kWh 0 AC
I5 0.19 kg 0.33 AC 0 kg 0 AC
I6 15 kg 3.83 AC 15 kg 3.83 AC
I7 51 m3 0 AC 0 m3 0 AC
I8 0.97 m3 0.53 AC 3.42 m3 1.87 AC

O1 1611.58 kWh - 1530.25 kWh -
O2 386.96 kWh - 5.37 kWh -
O3 0 kWh - 182.24 kWh -
O4 37.93 kWh - 13.48 kWh -
O5 2.8 kWh - 2.8 kWh -
O6 20.74 kg - 15.52 kg -
O7 927.00 kWh - 0 kWh -
O8 68.4 kWh - 0 kWh -
O9 2.02 m3 - 3.37 m3 -

M1 41.32 kWh -2.80 AC 1.81 kWh -0.11 AC
M6 5.65 kg 0 AC 10.88 kg 0 AC
M9 9.82 m3 -4.39 AC 0 m3 0 AC

Total - 175.23 AC - 172.48 AC

7.6 Contributions and Related Publications
This chapter supports the same two core contributions as Chapter 4 as introduced in Section

1.4, and the two ones related to the practical knowledge of this thesis that have not been treated
in the previous chapters (testing the validity of the proposed modelling framework and data
processing). The results obtained in the selected scenarios demonstrate a logical operation
schedule, validating the proposed approach, and they were published in the Applied Energy
journal [41]. In addition, the legal reforms introduced in 2018, motivated a comparison study
of the same plant against the previous situation [51], although the former framework has been
considered in this chapter because it provides a more enriching demonstration on how fixing
the cost of the acquired resources. Finally, the use of ODEHubs introduced in [44] has been
elucidated in Section 7.3 with respect to the original analysis carried out for Applied Energy
[41].
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Chapter Summary
In this final chapter, the main ideas derived from the previous chapters serve to conclude this

thesis. Section 8.1 reiterates the importance and originality of the contributions already presented
in Chapter 1, Section 8.2 discusses some of the topics covered within the thesis, analysing
their drawbacks and benefits, and Section 8.3 presents possible future lines of research to give
continuity to the work developed.

8.1 Contributions Summary
As stated in Section 1.4, to which readers are referred for a full view of the contributions of

this thesis with regard to the research objectives, they are recapped below in descending order of
relevance and including the publications that support them.
• Formulation of a widely applicable generic modelling framework for representing multifarious

EHs or MESs. [41, 43, 44]
• A software library called ODEHubs, based on the proposed framework, devised to ease the im-

plementation of control or dispatch problems, and freely available on Github (https://github.com/ual-
arm/odehubs). [44, 47, 53]

• Formalisation of the optimisation problem required to apply MPC-based or scheduling
strategies for energy/resource management in EHs or MESs. [41, 43]

• Testing the proposed approach’s validity on several case studies, although for the sake of
conciseness, in this document only the most complex, but illustrative, modelling example has
been presented in Chapter 7. [41, 43, 44, 46, 48, 49, 51, 53]

• Validation of a model for photovoltaic production based on the solar irradiance on sloped
surfaces and the equivalent circuit for photovoltaic cells. [50]

• Combination, cleansing, and synchronisation of the databases of the facilities in order to
identify consumption profiles for simulation purposes. [41]

• Preliminary arrangements in the software and the formulation to include chance constraints
according to the presence of uncertainty in solar radiation forecasts. [44]
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8.2 Conclusion
Taking into consideration Sections 2.1–2.3, which gave rise to the article submitted to IEEE

Access [45], the most relevant ideas that can be extracted from that review, aimed at offering a
global and straightforward view of the state-of-the-art to readers, are discussed in the following
lines. As new design, scheduling, control and modelling techniques in production systems
continue to be developed, it becomes palpable that without a comprehensive view on the terms
and issues involved, resembling to the offered in this thesis, the identification of research
opportunities can be really challenging. From a critical point of view, readers should regard the
classification proposed in Chapter 2 as a non-exhaustive paradigm: classifying is intrinsically
arguable since the level of detail might be at a certain point subjective. To the best of the author’s
capabilities, each publication has been scrutinised for identifying the required features in Tables
2.1–2.5, but some of them might not be accurate as the information available in the articles was
unclear or insufficient.

In addition, some publications not covered by that review might consider different contexts,
use other programming tools than the ones presented, and employ specific techniques that would
fit better within a broader categorisation. As an ongoing topic, future research will introduce
sooner or later new terms, methodologies and advances in software that could outdate the
analysis performed. Currently, most works are focused on purely energetic issues with economic
incentives, aimed at reaching clean, efficient, and sustainable production and transportation
services for which RES need to be incorporated. Their contributions are however of interest
when it comes to the management of heterogeneous resources (which can be both material and
energetic), since similar methodologies are applicable, for example, in drinking water or CO2

utility networks. On the integration of these, there are not many publications, and therefore it is
an interesting topic for researchers, which might constitute the future evolution of the term MES
to multi-resource system (MRS).

Another important fact that can be deducted from the review is that the denominations MG,
VPP, EH, and MES, even though they may suggest being related with certain methodologies,
they have more in common than not. Concretely, EHs have been sometimes associated with
input–output models [16], but there are also examples of more complex models [73]. Thus,
they can be indistinctly used for the vast majority of problems reviewed and actually some
papers include more than one of these terms simultaneously [73]. In the same way, although
in the field of MGs there are examples of experimental plants where real tests are carried out,
many studies employ simulated systems. This is due to practical reasons, as most research is
performed in academia and larger systems may belong to different agents or owners, which
often makes experimenting unfeasible or too much expensive, particularly for testing designs on
real environments (it would require developing prototypes). Something similar occurs with the
consideration of uncertainty in models, which adds complexity to the problem and either can be
ignored in not critical applications, or the tools to treat it are not sufficiently developed. To solve
this issue MPC is presented sometimes as a deterministic approach (as discussed at the end of
Section 1.1) that allows dealing with uncertainty. In summary, for practical use, the proposed
classification is consistent enough and useful to detect some scientific gaps that could be tackled
in future lines of research, which could complement the performed review by expanding it
(regarding optimisation techniques and multi-criteria analyses) and make contributions in the
field of production systems by pushing real test forward in other systems than MGs.

On the other hand, a holistic proposal for resource management such as the one presented in
Chapter 4 can be a suitable instrument for resource scheduling problems. The results obtained
in Chapter 7 are coherent with respect to the intuitively expected behaviour of the controller
regarding the economic objective, and they prove that the approach adopted is appropriate even
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when the scheduling depends on mutually exclusive decisions (for example, resolving when
a device must actuate or not) and bespeak the validity of the new elements introduced in the
EH framework: the consideration of devices consuming a resource which is not related to the
quantity of output produced, by attaching binary decision variables to certain energy hub outputs;
the “path vector” which has been defined to take into account the flows of resources within
the system instead of employing a variable for each branch between the components; and the
introduction of the market sales vector to express the amount of output resources sold from the
energy hub, including constraints for those resources which are exported and imported through
the same medium.

The modelling approach proposed in Chapter 4 also helps one to augment the accuracy
of the process represented without increasing computational complexity; this is achieved by
defining the path vector rather than including a decision variable for each branch [21] between
devices or between them and the input or output nodes. The computation times required for
solving the scheduling problem of Chapter 7 allow one to increase the model complexity yet
still make it applicable in real-time management. The choice of the receding horizon length, for
instance, is one of the main computation time determinants and increasing it could improve the
results obtained. However, this would require the development of electricity price estimators
in addition to demand models, as suggested in the following section. There is still a tradeoff
between an accurate representation of some nonlinear processes and the actual formulation
as a MILP problem, which ensures the convergence to a global optimum whilst keeping the
computational burden low. The current solution, however, allows the introduction of variable
conversion coefficients (see Section 4.4), but the constraints could be adapted to consider
nonlinear efficiencies due to partial loading [20].

Although in this thesis only a concrete case has been analysed [41], ODEHubs eases and
expedites the simulation of not only different scenarios but also different EHs with arbitrary
complexity, simply by defining their structures (inputs, outputs, devices and paths) in a straight-
forward way, as illustrated in Chapters 6 and 7. Thus, the tool will be useful in studying resource
management strategies with different sets of real data and, because of its conception as a flexible
tool, even in industrial, commercial, or home environments, as demonstrated in other articles
derived from this thesis [44, 46–48]. In practice, it could be employed to asses multiple “what-if”
scenarios (remember for instance the comparison study about the change in the self-consumption
law [51]), including, for instance, the integration of the EH into the electricity market as a system
agent (not just a self-consumer), as exemplified by Bordons et al. for MGs [192], although the
presented approach is still valuable for a large number of “prosumers” who might benefit from
the current self-consumption law. Another interesting analysis is the design of facilities, that is,
determining which set of components/technologies better satisfy the needs of a plant, a problem
which has been tackled in the literature by integrating the conversion and storage model into a
bi-level approach where a genetic algorithm generates possible configurations of the EH [67].
For all the above reasons, it is hoped that the work developed in this thesis will be of interest to
the wider scientific community and accessible to any user willing to exploit the capabilities of a
free tool like ODEHubs.

8.3 Future Work
In terms of future work, the main perspectives include, but are not limited to, the issues

discussed in this section. Firstly, the development of resource prediction models is one struggling
task that was not achieved as expected and hindered, at a certain point, the formulation of the
problem with chance constraints during the stay in Brazil.

111



Chapter 8. Contributions, Conclusion and Future Work

Apart from refining the PV production model presented in Chapter 5, especially for the parking,
more in-depth studies would help to improve the accuracy of some parameters (conversion factors
and production limits) that have been assumed constant from the manufacturers’ datasheet
or to develop the above-mentioned models for their periodical estimation over time. This is
germane to the prediction of demand profiles and resource prices, a prerequisite for implementing
management strategies in real systems: even though using the certainty equivalent MPC approach
with historical data is suitable for benchmarking—or demonstration purposes, as in this thesis—
more pragmatic control systems will rely on these forecasts.

The model presented in Chapter 5 assumes that GHI, DHI, DNI and ambient temperature are
known; it was feed with historical data in the simulations included in Chapter 7, but prediction
data from the Spanish National Weather Agency (AEMET) [246], with whom the ARMs research
group had an agreement to update weather forecast including those variables four times a day,
or from any other sources, could be used instead. AEMET is a trustworthy authority that could
provide data for future tests on the actual PV fields, which will require one to analyse their
uncertainty by comparing the forecast corresponding to the period of March–December 2019
against the measurements of CIESOL’s weather station. There is also another issue related
to the prices published by OMIE: on the one hand, the deviations with respect to the FHS of
each session alter the final price of the electricity and that is itself a matter to be considered
into sensibility and uncertainty analyses; on the other, the development of models that allows
ODEHubs to consider fixed a horizon (instead of shortening it as explained in Subsection 7.4.1)
and their correlation with OMIE’s prices is also a matter of interest for future research.

In line with the other objective (O5), an opportunity presents itself to arrange the consequent
probabilistic formulation of the problem after characterising the uncertainty in some of the
variables (especially the demanded resources). The partial advances in chance-constrained
optimisation during the stay in Brazil have opened the pathway to the inclusion of that technique
in ODEHubs, which currently only implements the certainty equivalent MPC. This would allow
giving a step forward in developing real applications for non-deterministic scenarios, where the
predictions are not ideally exact and there is a mismatch between the energy demanded and
produced; the yet useful approach presented in Chapter 4 would be employed for benchmarking.
As introduced in Chapter 6, ODEHubs is already on its way to include in future releases a
function to simulate the response of the EHs (EH_system.m), which will introduce variations in
model’s parameters with respect to controller’s (MPC_predictions.m).

Other future implementations might incorporate the interconnection of EHs, the bases of
which have been presented in Section 4.3 [43] and also already tackled in the literature [247],
so agents with opposing interests can be considered in the dispatch problem. Once again, in
terms of coding, it would require some modifications in ODEHubs and, regarding modelling, the
mathematical representation of the transportation networks for each energy carrier or resource.
On the other hand, there is another couple of pending issues that merit attention in relation with
the equipment of which an EH is composed: one consists in their ageing due to usage, which
can be taken into account in the cost function similarly as Bordons et al. did in the case of MGs
[192]; the other involve devices operating at partial load, which might be represented in the
current approach either by introducing virtual devices representing their performance at different
operating points, or by turning the binary variables associated with them into integer variables.
In both cases of the latter issue it will be necessary a suitable (and different) selection of their
upper and lower limits and the binary (or integer) variables associated with them. Consequently,
performing a comparison of those two with the stepwise approximation proposed by Evins et al.
[20], in terms of size of the problem and computational burden, might prove to be an interesting
analysis.
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Finally, considering more technical aspects of ODEHubs, future upgrades consist of the
addition of capabilities to incorporate elements from Simscape Simulink®’s library, which
includes components to model different energy networks, such as power grids [248]; or the
migration of the package to other languages, such as Python or Modelica®. Python programs
are executed from a command line, similarly to MATLAB® scripts from the command prompt,
and there are already some tools built in that language [97], and Modelica® is an object-oriented
modelling language that has already been used to implement models of some of the components
of the CHROMAE project [249].

In conclusion, future work should focus on adding capabilities to the proposed modelling
framework in order to represent certain processes more accurately, developing precise models
for conversion/storage devices and transportation networks, characterising uncertainty and
formulating probabilistic control schemes accordingly, and implementing these features in
ODEHubs, either in its current form or considering other programming paradigms and its
integration within the so-called cyber-physical systems.
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Appendix

Full Representation of the Sparse Matrices in Chapter 7

Ci =



1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1



Cdi =



0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
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These are my principles.
If you don’t like them

I’ve got others.

Groucho Marx
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