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Intelligent knowledge-based systems have been successfully developed in many domains. They employ techniques and tools from the fields of knowledge engineering and software engineering. Thus, declarative software engineering techniques have been established in many areas, such as knowledge systems, logic programming, constraint programming, and lately in the context of the Semantic Web and business rules.

The eight workshop on Knowledge Engineering and Software Engineering (KESE8) was held at the ECAI 2012 (The European Conference on Artificial Intelligence) organized by European Coordinating Committee for Artificial Intelligence in Montpellier, France, and wants to bring together researchers and practitioners from both fields of software engineering and knowledge engineering, as well as the Semantic Web community. The intention was to give ample space for exchanging latest research results as well as knowledge about practical experience. Moreover the workshop endeavors to promote the use of KE techniques in SE problems, where significant benefits can be derived from their use. The general goal of the workshop was to show how the KE techniques can provide practical solutions in SE issues. On the other hand, the influence of SE methods and tools on the practical design of KBS within KE.

The principal focus of the Workshop was on methods of KE rooted in the symbolic logic-based representations and their novel applications in Software Engineering. Moreover, a synergistic use and development of these KE methods together with recent formalized and declarative SE methods, including Model-Driven Architecture and Development, ontological modelling as well as Business Process modelling was emphasized. Finally, the studies of the impact of these SE methods on the classic KE development processes were welcomed.

Topics of the workshop are generally related to the applications of symbolic KE techniques in SE as well as the use of KE in the SE practice. Specific topic the areas include but are not limited to:

- Knowledge and software engineering for the Semantic Web
- Ontologies in practical knowledge and software engineering
- Business Rules design, management and analysis
- Business Processes modelling in KE and SE
- Practical knowledge representation and discovery techniques in software engineering
- Agent-oriented software engineering
- Knowledge base management in KE systems
- Evaluation and verification of KBS
- Practical tools for KBS engineering
- Process models in KE applications
- Software requirements and design for KBS applications
- Declarative, logic-based, including constraint programming approaches in SE

This year, we received contributions focusing on different aspects of knowledge engineering and software engineering, promoting the influence and benefits of their joined use.

Hatkó et al. present a set of coverage metrics to assess the thoroughness of testing efforts for clinical guidelines in Diaflux language, providing some novel metrics (coverage metrics) and suggests the use of a graphical method (city metaphor) to visualize the coverage levels.

Águila and Sagrado introduce a metamodel and an UML profile for modeling of Bayesian Networks, enabling integration with UML diagrams and introducing such probabilistic graphical models in the MDA context.

The contribution of Giurca et al. elaborates a preference logic framework for conjoint analysis that can cope with the non-transitivity and inconsistency in preference data, useful when capturing psychological phenomena such as change or irrationality (inconsistency) as well as when formal explanations of decisions need to be computed.

A proposal for classifying errors in ontologies, with the aim of using such framework to map errors identified in automatic ontology building processes, is defined by Gherasim et al. providing a taxonomy of problems impacting the quality of automatically built ontologies and a classification with possible anomalies.

Kluza and Kaczor emboss the issue of a normalized Business Process Model and Notation (BPMN) modelling technique, presenting a survey on BPMN models' equivalences and several approaches to simplify BPMN models.

Kaczor and Nalepa compare two rule approaches, logically well defined rule processing systems like XTT2 and application driven intuitive popular rule-based tool such as CLIPS, in order to gain insights with respect to their applicability for business rule interchange.

Template-based Extensible Prototyping approach is introduced by Freiberg and Puppe, to perform usability evaluations of user interfaces in knowledge-based systems, useful for the validation of the collected knowledge.

Ligza et al. describe a social platform called Social Threat Monitor (STM) aimed at improving safety of local communities in urban environment, managing and monitoring social threats through the collaborative knowledge engineering.

This year we also encouraged to submit tool presentations, i.e., system descriptions that clearly show the interaction between knowledge engineering and
software engineering research and practice. At the workshop, one presentation about current tools was given: Baumeister et al. present KnowWE, a semantic wiki providing collaborative platform for knowledge acquisition and testing. It uses different types of knowledge ranging from semantically annotated text to strong problem-solving knowledge, adapting continuous integration approach of software engineering for knowledge engineering.

The organizers would like to thank all who contributed to the success of the workshop. We thank all authors for submitting papers to the workshop, and we thank the members of the program committee as well as the external reviewers for reviewing and collaboratively discussing the submissions. For the submission and reviewing process we used the EasyChair system, for which the organizers would like to thank Andrei Voronkov, the developer of the system. Last but not least, we would like to thank the organizers of the ECAI 2012 conference for hosting the KESE8 workshop.
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Abstract. In this paper, we introduce various metrics for test coverage of clinical guidelines, modeled in the graphical language DiaFlux. Additionally, an intuitive visualization method supports the process of test creation and communicating the reached coverage levels to medical experts involved in the authoring of the guideline. The goal is to reach a sufficiently high test coverage to assure patient safety under all circumstances.

1 Introduction

Testing is an important step in the development of any software artifact, be it a program, a knowledge-based system, or a clinical guideline. The two most prevalent testing strategies in Software Engineering are black-box and white-box testing. The former approach is unconcerned with the actual implementation and derives the test cases solely from the underlying specification. The latter one, in contrast, allows to create tests based on the implementation and to examine it during execution of the tests. This introspection enables to capture which basic elements of the tested artifact were executed - and thus covered - by a test suite. Different metrics of Test Coverage were developed to objectively measure and assess the thoroughness of such testing efforts. In classic Software Engineering, metrics have been defined to assess the coverage of, e.g., methods of a program, statements of a method, taken decisions of control-flow, and so on [16].

Hence, the benefit of coverage metrics - and their proper visualization - is two-fold, increasing the effectiveness and efficiency of the test creation process: First, they help to avoid the creation of redundant tests. Second, they can be used to identify untested elements.

Both are also important aspects in the area of knowledge-based system in general and computerized clinical guidelines in particular. The creation of test cases for a clinical guideline will most likely involve both parties, the medical expert and the knowledge engineer. It is thus an expensive task, which should be completed efficiently. Though, the overall goal is to create a guideline, that assures patient safety under all circumstances, which can best be guaranteed by a thorough test suite. This is especially important in the area of automated guidelines, which are applied by closed-loop devices. They act autonomously on a patient to improve her state, without requiring constant supervision by a clinical user.

For the interpretation of coverage metrics a visualization is helpful, especially to find untested elements. Test coverage of software programs most usually is visualized by some kind of syntax highlighting, by coloring, e.g., the executed statements. Though also graphical representations were developed, e.g., [11]. We adopted a visualization method from a related area in (object-oriented) Software Engineering, namely Software Metrics. They are used to assess code quality with respect to structural properties of classes, e.g., number of methods, number of members, lines of code, and so forth. Those metrics are purely static, not involving the execution of the program itself. They can graphically be visualized as a CodeCity [22] to determine design flaws.

In this paper, we introduce various metrics to determine the test coverage of clinical guidelines, modeled in the graphical language DiaFlux. Furthermore, we adapted the city metaphor by creating a CoverageCity for communicating the reached coverage levels to the involved medical experts in an accessible manner.

The rest of this paper is structured as follows: In the next section we give a short introduction into the graphical language DiaFlux for clinical guidelines. Section 3 presents coverage metrics for DiaFlux models. Following, in Section 4, we present the results of a case study. Finally, we conclude the paper with a summary and an outlook.

2 The DiaFlux Guideline Language

Clinical guidelines are an accepted means to improve patient outcome. Therefore, they offer a standardized treatment, based on evidence-based medicine. They are developed for several decades. In their beginnings, they were solely text-based documents that relied on the proper application by clinicians. The ongoing computerization and data availability, also in domains with high-frequency data as, e.g., Intensive Care Units (ICUs), allows for an automation of guideline application by medical devices.

Several formalisms for Computer-Interpretable Guidelines were developed, every one with its own focus, like sharability between institutions [4] or decision support. Most of them are graphical approaches, that employ a kind of Task-Network-Model to express the guideline steps [17]. However, in the area of (semi-)closed-loop devices, rule-based approaches are predominant, e.g., [12, 15].

A downside of rule-based representations is their lower comprehensibility compared to graphical ones. This especially holds true, as medical experts are most usually involved in the creation of guidelines. Therefore, we have developed a graphical guideline formalism called DiaFlux [7]. Its main focus lies on the direct applicability and understandability by domain specialists.

2.1 Application Scenario

The main application area of DiaFlux are mixed-initiative devices that continuously monitor, diagnose and treat a patient in the setting of an ICU. Such closed-loop systems interact with the clinical user during the process of care. Both, the clinician and the device, are able to initiate actions on the patient. Data is continuously available as a
result of the monitoring task. It allows for repeated reasoning about the patient state, and to carry out appropriate actions to improve her condition, if necessary.

2.2 Language Description

To specify a clinical guideline, two different types of knowledge have to be effectively combined, namely declarative and procedural knowledge [6]. The declarative part contains the facts of a given domain, i.e., findings, diagnoses, treatments and their interrelation. The knowledge of how to perform a task, i.e., the correct sequence of actions, is expressed in the procedural knowledge. It is responsible for the decision which action to perform next, e.g., asking a question or carrying out a test, in a given situation. Each of these actions has a cost (monetary or associated risk) and a benefit (like information gain or therapeutic effect) associated with it. Therefore, the choice of an appropriate sequence of actions is mandatory for efficient diagnosis and treatment.

In DiaFlux models, the declarative knowledge is represented by a domain-specific ontology, which contains the definition of findings and solutions. This application ontology is an extension of the task ontology of diagnostic problem solving [3]. The ontology is strongly formalized and provides the necessary semantics for executing the guideline. Like most graphical guideline languages, DiaFlux employs flowcharts as the Task-Network-Model. They describe decisions, actions and constraints about their ordering in a guideline plan. These flowcharts consist of nodes and connecting edges. Nodes represent different kinds of actions. Edges connect nodes to create paths of possible actions. Edges can be guarded by conditions, that evaluate the state of the current patient session, and thus guide the course of the care process. Figure 1 shows a module of an exemplary guideline for diagnosing weight problems.

In the following, we informally describe the most important language elements:

- **Test node**: Test nodes represent an action for the acquisition of data during runtime. This may trigger a question, the user has to answer, or data to be automatically obtained by sensors or from a database.
- **Solution node**: Solution nodes are used to set the rating of a solution based on the given inputs. Established solutions generate messages for the clinical user and can, e.g., advice him to conduct some action.
- **Wait node**: Upon reaching a wait node, the execution of the protocol is suspended until the given period of time has elapsed.
- **Composed node**: DiaFlux models can be hierarchically structured. Defined models can be reused as modules, represented by a composed node in the flowchart using it.
- **Abstraction node**: Abstraction nodes offer the possibility to create abstractions from available data. These values can then be used for therapeutic actions by influencing the settings of the host device.

2.3 Guideline Execution

The execution engine for DiaFlux models is intended for, but not limited to, closed-loop devices, that provide data from sensors or manually entered by the clinical user and carry out therapeutic actions on the patient, i.e., changing device settings in certain ranges. The architecture of the DiaFlux guideline execution engine consists of three components. First, a knowledge base, that contains the application ontology and the flowcharts. Second, a blackboard, that stores all findings about the current patient session. Third, a reasoning engine, that executes the guideline and carries out its steps, depending on the current state as given by the contents of the blackboard. Therefore, the reasoning engine is notified about all findings, that enter the blackboard. A more thorough introduction to the DiaFlux language and its execution engine is given in [7].

The execution of the guideline is time-driven. The reasoning starts by acquiring data and by interpreting this data. The results are written to the blackboard. Then, the guideline is executed. This involves making decisions and possibly the generation of hints to the user and therapeutic actions by the device. Finally, the time of the next execution is scheduled, pausing the execution until that instance in time, waiting for the effects of the therapeutic interventions to take place.

3 Test Coverage of Clinical Guidelines

Verification and validation of a clinical guideline are important steps in its development. That way, patient safety shall be assured under all circumstances. Verification usually consists of formal methods, proofing, that a given guideline is free of internal inconsistencies and incompleteness. Normally, these kinds of checks can be performed without executing the guideline. An overview of verification methods applied to clinical guidelines is given in [10]. Anomaly detection for DiaFlux models is described in [8]. In contrast, the validation of a guideline usually involves its execution by a set of test cases (i.e. a test suite) and comparing the actual results against the expected ones [2]. The thoroughness of such empirical tests can be determined by different metrics of test coverage.

In conventional software engineering (SE), test coverage (also known as code coverage) is a well-established technique to measure how well a piece of software is exercised by a test suite. Often, the reached level of coverage is also used as an indicator for the quality of the tested program, as tested elements are less likely to contain errors than untested ones. Coverage criteria have been defined on different levels of granularity, from the method-level down to single statements, or even parts of them (so called condition coverage) [16]. In the field of AI research, coverage measures have been proposed for rule-based systems. In this case, the results of such a coverage analysis can, e.g., be used to prune the rule base [1]. For graphical model representations, coverage measures have been proposed, e.g., for business processes [14], taking their specifics into account, for example, the coverage of fault handlers.

In general, employing coverage metrics during the creation of a test suite may help improving it in terms of minimality and completeness. While a high coverage of the object under test is worthwhile, this should be accomplished with the possibly minimal set of test cases, as test creation is a difficult and costly task. This especially holds true for the test creation of clinical guidelines, as it may involve knowledge engineers as well as domain specialists like medical experts. Therefore, adopting the mentioned techniques for clinical guidelines and their graphical representations, offers the possibility to improve this process.

In the following, we introduce coverage metrics on different levels of granularity to assess the test coverage of a DiaFlux guideline. Such a guideline usually is modularized in self-contained modules, i.e. flowcharts. To represent this modularization also by the coverage metrics, we define most of them over the elements of individual flowcharts, hence the restriction of nodes and edges to those of a single one. This focusing alleviates the increase of coverage by additional tests, as deficiencies are easier to spot.
3.1 Flowchart Coverage

Flowchart Coverage is defined as the ratio of the number of flowcharts that are executed by a test suite and the overall number of flowcharts in the guideline.

Let $F$ be the set of DiaFlux models in guideline $G$, and $F_{ex}^T$ be the set of flowcharts executed by test suite $T$. Then, the Flowchart Coverage $FC_T$ of $G$ is given by:

$$FC_T(G) = \frac{|F_{ex}^T|}{|F|}$$

This metric only gives a bird’s eye view of the testing situation. It can be used to guarantee at least some testing in all areas of the guideline during the starting phase of test creation. As it is a very coarse-grained measurement, a $FC_T$ value of 100% should be aimed at. Otherwise, major parts of the guideline remain untested. In SE, the equivalent metric is function coverage, which reports, if every function of a program has been tested.

3.2 Node Coverage

Nodes represent the elementary steps of a guideline. A node being covered by a test suite, means, that its associated guideline step has been carried out at least once during the execution of the test suite.

Let $N_f, f \in F$ be the set of nodes of the flowchart $f$, and $N_{ex}^{f,T}, f \in F$ be the set of nodes of the flowchart $f$, that are executed by test suite $T$. The according Node Coverage metric $NC_T$ of a flowchart $f$ for a given test suite $T$ can then be calculated as:

$$NC_T(f) = \frac{|N_{ex}^{f,T}|}{|N_f|}, f \in F$$

Similar to Flow Coverage, a $NC_T$ level of 100% should be reached for every flowchart in the guideline, as untested nodes can enact actions with unforeseen effects. This metric is equivalent to Statement Coverage in classic SE, which reports, if every statement of a tested function has been executed.

3.3 Edge Coverage

Edges are used to create the control flow of a flowchart, by defining paths of possible sequences of guideline steps. Every node can have several outgoing edges. Each of these edges can be guarded by a condition, to select the appropriate successor node, depending on the outcome of each guideline step. Therefore, the Edge Coverage metric reports, if all possible outcomes of the guideline steps - in terms of the equivalence classes that are defined by the edge guards - have been considered within the test suite.

Let $E_f, f \in F$ be the set of edges of flowchart $f$, and $E_{ex}^{f,T}, f \in F$ be the set of edges of the flowchart $f$, that are executed by test suite $T$. Then, $EC_T$ is defined as the number of activated edges of a flowchart $f$ to their overall number, executing a given test suite $T$:

$$EC_T(f) = \frac{|E_{ex}^{f,T}|}{|E_f|}, f \in F$$

As edges connect nodes, an Edge Coverage subsumes the Node Coverage of the according flowchart. This metric can be compared to Decision Coverage in SE, that keeps track, if each decision in a program under test (e.g., if- and switch-statements) has at least once been taken and once not.

3.4 Condition Coverage

An edge guard may not be an atomic condition, but consist of several sub-conditions, connected by boolean operators. For such non-atomic guards, Edge Coverage gives no detailed information about which of its sub-conditions were satisfied and which were not. This is of special interest, if the sub-conditions are joined by an OR-operator.

In this case, every possible combination of atomic conditions, that can fulfill the overall condition, have to be tested.

A more detailed view about this issue is given by Condition Coverage. It checks, if every atomic condition has once been satisfied and once not. In classical SE, several different metrics for this issue have been developed, e.g. Modified Condition / Decision Coverage.
As those can directly be applied to the guarding conditions of edges, we will not further elaborate on this issue.

### 3.5 Path Coverage

A path through the guideline consists of consecutive nodes and edges. Such a path can be seen as the execution of decisions and actions for a given clinical scenario. In Software Engineering, it usually is not possible to reach a full path coverage, as soon as loops are involved, as each number of iterations results in an additional path. In clinical guidelines, there are no loops of an unlimited number of iterations, as, for instance, some time has to pass, until an action can be repeated. Nevertheless, the number of paths through the complete guideline throughout multiple nested DiaFlux models most likely exceeds the possibilities of test creation. Given a proper modularization, each flowchart is responsible for a specific aspect of a guideline. Each path through such a single flowchart can be seen as one specific scenario concerning this aspect. Therefore, we assess each flowchart independently, and define an according Path Coverage metric over the paths of each individual flowchart.

Let \( P_f \), \( f \in F \) be the set of paths through flowchart \( f \), and \( P_{f,T}^{ex} \), \( f \in F \) be the set of paths through flowchart \( f \), that are executed by test suite \( T \). Then, \( PC_T \) is calculated as the number of paths taken through flowchart \( f \), by the execution of test suite \( T \), divided by the total number of paths:

\[
PC_T(f) = \frac{|P_{f,T}^{ex}|}{|P_f|}, f \in F
\]

Even with a proper modularization given, not every modeled path may be enactable, due to implicit dependencies between the guideline steps. If certain combinations of decisions and actions on a single path exist, that can not occur, the targeted value of Path Coverage has to be decreased accordingly.

As a path consists of consecutive nodes and edges, Path Coverage satisfies Node Coverage as well as Edge Coverage. Path Coverage, as defined above, is a rather aggregated measurement and thus gives little advice of how to improve coverage with further tests. Therefore, Path Coverage can also be restricted to the paths through a specific node \( n \in N \):

Let \( P_n \) be the set of paths containing \( n \) (\( \forall p \in P_n : n \in p \)), and \( P_{n,T}^{ex} \) be the set of paths containing \( n \) exercised by test suite \( T \). Accordingly, the Path Coverage of node \( n \) is defined as:

\[
PC_T(n) = \frac{|P_{n,T}^{ex}|}{|P_n|}
\]

A node with a low Path Coverage is only tested under a small fraction of the contexts in which it is contained. Again, further tests should be created for those scenarios, unless they expose dependencies that makes not every path feasible.

### 3.6 Value Coverage

The metrics presented so far assess the test coverage with respect to structural properties, each considering some kind of modeled element, like nodes and edges. However, the actual input data, that directs the execution of the guideline, is not assessed by these metrics in any way.

Beside the mentioned control-flow-based metrics, a second perspective on coverage in classic Software Engineering is given by data-flow-based metrics. Those measure the coverage of definition-use (du) sequences of variables, i.e., a block of instructions in which a variable is defined and subsequently used without a redefinition of the variable, e.g., [19]. Black-box testing strategies concerned with data usage are Equivalence Partitioning and Boundary Value Analysis [16]. As an exhaustive testing with all valid input data is most likely not tractable even for a small program, its specification can be used to partition the input space into equivalence classes. Under the assumption that each value of a partition is treated equally by the program, an arbitrary representative of each class can be chosen for a test case. As errors are more probable at the boundaries of an equivalence class, Boundary Value Analysis is often used to derive additional test cases at these spots [20], for example to find “off-by-one” errors (e.g., resulting from the use of the operator “\( \leq \)” rather than “\( < \)” in a numerical comparison).

DiaFlux models do not contain variables as they are common in procedural programming languages, and the input data is not modified during guideline execution. Therefore, a definition-use analysis is not applicable. Equivalence Partitioning and Boundary Value Analysis can also not be used as they are. Explicit equivalence classes usually can not be stated for inputs. Even thresholds for less determined assessments (like “low”, “normal”, “high”) are often hard to specify for a medical expert. Those can furthermore vary between different types of patients, which, e.g., share an underlying disease. However, for each numerical input, a contiguous interval of possible values can typically be given, according to the human body’s physiological system and/or the preconditions of guideline applicability. To assure a proper coverage of allowed input data regardless of concepts like equivalence classes, we define the metric Input Coverage: Let the interval \([\text{min}_i; \text{max}_i]\) be the domain \( D_i \) for numerical input \( i \), and \( n \in \mathbb{N} \), \( n > 0 \) be the number of equally-sized partitions of \( D_i \). The function \( \text{cover}(i,j) \) returns 1, if the \( j-th \) partition of \( D_i \) contains at least one input value in test suite \( T \), and 0 otherwise. Then, the Input Coverage of \( i \) is given by:

\[
IC_{n,T}(i) = \frac{1}{n} \sum_{i=1}^{n} \text{cover}(i,j)
\]

Clearly, the significance of Input Coverage depends on the actual value of \( n \). It should be chosen to appropriately represent the sensitivity of the outcome of the guideline to changes in values of \( i \). At later stages of test creation, the value can be increased stepwise to test more fine-granular in terms of \( i \)’s input values.

Similarly, the output of the guideline (which mainly consists of numerical values of the host device’s settings in predefined ranges) can be assessed by the analog defined metric Output Coverage \( OC_{n,T} \).

### 3.7 Measuring Test Coverage

Commonly, there are two strategies to gather the data needed for calculating test coverage metrics. The first one is called instrumentation, which modifies the tested piece of software by including new code that collects the necessary information. The second strategy is tracing, which traces the executed elements by using some sort of debugging API (Application Programming Interface) of the execution environment. Clearly, both approaches have an effect on the execution time of the tests, as additional data has to be gathered. An advantage of tracing is, that it does not alter the executed artifact. Under certain circumstances this may also influence its behavior. Under this aspect, “tracing” seems preferable, if the necessary API is available.
3.8 Visualization of Test Coverage

The calculated metrics result in a numerical value representing the test coverage of the exercised artifact. This may very well be comprehensible for software and knowledge engineers, though for non-technical domain specialists, like medical experts, these sole numbers may not be accessible enough. Furthermore, only a proper composition of metrics yields a meaningful overall picture, as each metric represents a different aspect of coverage. Thus, an intuitive visualization as a means for communicating the reached coverage levels to domain specialists seems preferable. One approach to this need are so called “Polymetric Views” [13]. They allow to display various metrics in an aggregated view.

4 Test Coverage for DiaFlux Guidelines

This section describes an implementation of coverage metrics for DiaFlux guidelines and a small case study.

4.1 Implementation

The development environment for DiaFlux guidelines is integrated into the Semantic Wiki KnowWE. We created a plugin to calculate the test coverage of DiaFlux models, when executing a test suite. It employs the tracing approach to collect the information about exercised elements of the guideline. For each execution of the guideline, the chosen path according to the input data is recorded. After finishing the test suite, the metrics are calculated and can subsequently be visualized as CoverageCity, which can freely be scaled and rotated (cf. Figure 2). For creating the visualization, we used the WebGL-based JavaScript library SceneJS\(^5\). It is hence accessible with every (modern) web browser from within KnowWE, not requiring any proprietary software.

4.2 The CoverageCity Visualization

For an accessible visualization of the reached coverage levels, we use the metaphor of a city. It has been introduced as graphical representation of static code metrics (e.g. number of methods, . . .) in the context of reverse-engineering of software systems (“CodeCity”) [21]. Such a city consists of districts that represent the nesting structure of packages and buildings representing classes. Each building is located in the district corresponding to its package. The actual values of the metrics of each class determine the visual appearance of the matching building. A building can represent up to four different metrics, influencing its length, width, height, and color. Besides the package structure, districts can depict one metric by their color.

We adapted the city metaphor for the visual representation of test coverage of DiaFlux guidelines. Districts stand for individual flowcharts. They are nested as given by their call hierarchy. Buildings correspond to the nodes of the district’s corresponding flowchart. Edges are not explicitly included but mapped to one of the buildings’ dimensions. In particular, we used the following assignment of metrics to visual properties of buildings:

- **Length:** The number of outgoing edges of a node determines the length of the building.
- **Width:** The width of a building relates to the number of outgoing edges that are covered by the test suite.
- **Height:** The height of a building shows how often it was covered by the test suite.
- **Color:** The color represents how well the paths, that go through a particular node, are covered by a test suite. In case a building is “red”, only few paths are executed. “Green” stands for a high Path Coverage.

4.3 Interpretation of the Visualization

The complexity that a node introduces into a guideline, mostly comes from its number of outgoing edges. In case the associated action has numerous possible outcomes (each represented by an outgoing edge), it is more likely to contain errors. Thus, one dimension of the base area of a building is influenced by the number of outgoing edges of the corresponding node. The increased size makes the building easier to spot. The other dimension of the base area grows with the number of covered outgoing edges. As a result, a non-quadratic building stands for a node, whose outgoing edges are not completely covered. The lower the aspect ratio, the more uncovered edges exist. This deficiency in test coverage can easily be observed.

The color of a building depicts its Path Coverage. A red one, represents a node, that is contained in much more paths than were covered. With increasing Path Coverage, the color becomes green. The height of a building corresponds to the number of times, it has been exercised by the test suite. Clearly, those two properties are not independent. On the one hand, a small building is more likely to be contained only in a small number of paths, and thus be red. On the other hand, a building that is tall and red, implies that the corresponding node is often tested under similar circumstances. This can give hints for creating new test cases, that are not contained so far. Tall, green buildings have been thoroughly exercised and do not require additional test cases.

The nesting level of the districts helps in estimating the necessary effort for testing a specific flowchart or node. Deeply nested module are probably harder to reach by a test case, as each module may only be called under certain preconditions.

The aggregated view of CoverageCity makes it easy to spot deficiencies in test coverage quickly. Though, a more detailed view is necessary to identify the specific nodes and their test deficiencies. Hence, each building be selected by the user. Then, the corresponding flowchart is shown below the CoverageCity, and the node and its coverage is highlighted visually.

4.4 Case Study

Currently, we are involved in the implementation of a computerized guideline for automated mechanical ventilation [9]. The guideline is intended to run on a mechanical ventilator, and is able to derive new ventilatory settings in order to improve the ventilation of the patient. First testing efforts of the guideline were conducted using a physiological simulation. The guideline was run against a software tool that simulates a mechanically ventilated patient. It employs a physiological lung model to determine the effects of the current ventilation settings to the patient. The simulation is able to deliver the necessary data (ventilation settings and measured patient response) to the guideline execution engine. Based on this data, the guideline derives optimized settings and returns them to the simulation environment, that uses them for the further simulation. The simulation tool was used by medical experts to generate the test cases and review the derived ventilation settings. The generated test cases are saved to a file.

\(^4\) http://webgl.org
\(^5\) http://scenejs.org
and are then uploaded to KnowWE for the introspection of guideline execution and coverage analysis.

We selected a sample of ten generated test cases. The visualization of the acquired coverage levels is shown in Figure 2. Currently, we are in the process of evaluating our visualization with medical experts. Furthermore, we identify other meaningful assignments of metrics to visual properties of the buildings.

5 Conclusion

In this paper, we formally defined different coverage metrics to assess the thoroughness of testing efforts for clinical guidelines. They can be used to identify insufficiently tested elements, and to improve the process of test creation in terms of efficiency, as this may involve domain specialists as well as knowledge engineers. An intuitive visualization method helps in communicating the acquired coverage levels to domain specialists, for which numerically expressed metrics probably are less helpful than for knowledge engineers.

Additional metrics could be defined over more dynamic aspects of a guideline. First, the distribution of values could be tracked for each activated flowchart element. As there clearly are dependencies between the actual values and the possible ones - given by the context (i.e. path) of the element - proper preprocessing would be necessary. Ultimately, this could give insight, if parts of the guideline were only tested, e.g., for a certain patient type. Second, it would be helpful to define scenarios with respect to the occurrence of a certain sequence of input data or therapeutic actions over time and trace their coverage by the test suite. In terms of the CoverageCity-visualization, we will evaluate different mappings of the coverage metrics to the visual properties of the city, to create new perspectives on test coverage.

One shortcoming of white-box testing in general is, that it is unable to detect errors by omission, i.e. some requirement may not have been included in the implementation under test. An approach to find this type of errors is Requirements-based Test Coverage [18]. It defines coverage with respect to implementation-independently defined requirements that are exercised by a test suite. Having formally defined requirements, this approach should be transferable to testing clinical guidelines.
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Metamodelling of Bayesian networks for decision-support systems development

Isabel M. del Águila and José del Sagrado

Abstract. The knowledge modeling and software modeling phases in Knowledge-Based System development are not integrable, in terms of representation, due to the different languages needed at the steps of the development. This paper focuses on bringing closer these languages. By one hand, we define a meta model which contains the key concepts used in the definition of a knowledge model as a Bayesian network. On the other hand, we define an extension of UML using profiles that can bridge the gap in representation and facilitate the seamless incorporation of a knowledge model, as Bayesian network, in the context of a knowledge-based software development.

1 Introduction

Knowledge-based systems (KBSs) are characterized by their high risk, lose definition, poor structure and subjective requirements. These software systems were introduced in the early 1970s as expert systems from the field of artificial intelligence (AI) research. Originally their goal was to transfer expertise from domain experts to a some kind of knowledge base that may be integrable in a software system. However, nowadays knowledge engineering is changing as it turns towards the modeling approach. A KBS can be defined as “software that has some knowledge or expertise about specific, narrow domain, and is implemented such that Knowledge base and the control architecture are separated. Knowledge-Based Systems have capabilities that often include inferential processing (as opposed to algorithmic processing), explaining rationale to users an generating non-unique results” [19]. From this definition is easy to see the many roles played by the knowledge model (knowledge bases). Models provide an abstraction about reality and through this knowledge models the human experts problem solving approaches in order to be used in the development of software solutions. Knowledge models usually are described in a specific purpose language. There is not a standard, because it depends heavily on knowledge representation mechanisms (i.e. rules, semantic networks, frames). However, from a commercial point of view, the development of a software system focuses on customers, that is, in order to develop any software solution we need to gather requirements from customers and translate it into software functionalities. All the desired functionalities do not have to apply artificial intelligence techniques. Thus, software systems usually integrate a KBS with other needed software enterprise components.

These not knowledge based components are described using modeling languages from the software engineering domain (UML is the most used standard). This lead us to combine several modeling languages in the same project. Figure 1 shows the vision of a software development project from the points of view of a customer, a software engineer and a knowledge engineer. The knowledge engineer (Figure 1A) uses knowledge engineering methods to define the project’s task, relegating to the background the tasks defined by software engineering. The software product that results from this process is a KBS. From another perspective, the software engineer (Figure 1B) systematically applies its skills, tools and software engineering methods to develop a software product (system), where knowledge is only another element. Finally, the customer’s view of the project (Figure 1C) focuses on quality and the need of cooperation between the two engineers and their own modeling languages [2, 3], so that the final software product properly covers all her/his needs. In other words, software components based and not based on knowledge must be integrated in shaping the software system for the end user.

The use of different modeling languages limits the applicability of one of the software development schemes more widespread in our day, Model-Driven Architecture (MDA) [13]. This approach, to information software systems development, separates specification of the system functions from implementation of these functions in a given platform, focusing on models as a higher level of abstraction during systems construction [5]. This fact leads developers to a significant decoupling between platform-independent models (PIMs) and platform-specific models (PSMs). Separation between specification and implementation is also a basic feature in KBS (see
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A Bayesian network is a probabilistic graphical model that represents a set of random variables and their conditional dependencies via a directed acyclic graph. Because a Bayesian network is a complete model for the variables and their relationships, it can be used to answer probabilistic queries about them.

Formally, a BN \( (G, P) \) is a pair (\( G \), \( P \)) where

- \( G = (V, E) \) is a directed acyclic graph whose set of nodes \( V = \{X_1, X_2, \ldots, X_n\} \) represents the system variables and whose set of arcs \( E \) represents direct dependence relationships among the variables, and
- \( P \) is a set of conditional probability distributions containing a conditional probability distribution \( P(X_i | pa(X_i)) \) for each variable \( X_i \) given its set of parents \( pa(X_i) \) in the graph.

The joint probability distribution over \( V \) can be recovered from this set \( P \) of conditional probability distributions applying the chain rule as:

\[
P(X_1, \ldots, X_n) = \prod_{i=1}^{n} P(X_i | pa(X_i)). \tag{1}\]

The process of obtaining the graph and the probabilities of a BN can be done either manually, from experts’ knowledge on the domain, or automatically, from databases. In the first case, the elicitation of probabilities constitutes a bottleneck in the development of BNs [9]. A BN-based KBS needs to translate this algebraic notation to environments, such as Elvira [10], that consists of software packages for the edition, use and evaluation of BN. These environments provide class libraries that can be integrated as any other component into a software application (i.e. BN-based KBS). This application will be released to the end user and will contain an implementation of the network itself and network capabilities, such that inference from observed values of some variables.

In particular, the Elvira system [10] is tool to construct probabilistic decision support systems. Elvira works with Bayesian networks and influence diagrams and can operate with discrete, continuous and temporal variables. It has an easy to use Graphical User Interface (GUI) (see Figure 2). In addition you can edit, easily, the ASCII format of the Elvira systems to introduce your models. It has methods for inference, learning, abduction, fusion of knowledge and making decisions, and some tools to check the efficiency of the algorithms.

![Figure 2. Elvira’s main interface](image)

The program Elvira has its own format for storing models, a parser, exact and approximate (stochastic and deterministic) algorithms for inference on both discrete and continuous variables, a graphical interface for building and evaluating Bayesian networks and influence diagrams, with specific options for canonical models (OR, AND, MAX, etc.), explanation of reasoning, decision making algorithms, learning (model building) from databases, fusion of networks, etc. Elvira is written and compiled in Java, which allows the program to run on different platforms and operating systems: Linux, MS-DOS/Windows, Solaris, etc.

### 2.1 Reasoning with Bayesian Networks

Probabilistic reasoning in BNs consists in computing the posterior probability distributions of some variables of interest \( v_I \in V_I \) given some observed variables \( V_E \) (this sets of findings is called evidence), \( P(v_I | V_E) \). This process is performed via a flow of information through the network in any direction. If we give a causal interpretation to the links in the network (i.e. for an arc \( X_i \rightarrow X_j \) we say that \( X_i \) is a cause of \( X_j \) and \( X_j \) is the effect of \( X_i \)), we can perform several types of reasoning [17]:

- **Diagnostic reasoning**, the evidence flows in the opposite direction to the arcs, from effects to cause (i.e. some effects receive evidence and some of their causes are the variables of interest).
• **Predictive** reasoning, the evidence flows in the direction of the arcs, from cause to effect (i.e. some causes receive evidence and their effects are the variable of interests).

• **Intercausal** reasoning, the evidence flows in all directions. This type of reasoning involves reasoning about mutual causes of a common effect (i.e. the effect and some of the causes receive evidence and some of the causes are the variables of interest).

Sometimes reasoning does not match into these three types, because any variable can be an interest variable and may be an evidence variable and information flows in either direction (i.e. the effects of a causes and the causes of the second receive evidence and the central cause is the variable of interest). This situation occurs when diagnostic and predictive reasoning are used simultaneously.

### 3 Bayesian Network as PIM

In terms of MDA vocabulary, a BN is a PIM. Elvira is a platform model into which a BN has to be translated in order to define the final PSM. Elvira software also offers Java support for the BN, that is to say, it provides the last level of the MDA approach (i.e. the code).

Figure 3 shows the translation model proposed. Both, the transactional (or interaction) PSM and the knowledge (or BN) PSM are expressed in terms of object-oriented design languages coming from Software Engineering (i.e. UML) and their translation into code is solved by means of a m2c translation. Many CASE tools, like Visual Paradigm, Microsoft Visual Studio or Enterprise Architect, already incorporate, at least to some degree, this kind of translation. But to use the power of MDA, is also necessary to express the PIM of these two parts of the software solution. There are modeling languages in the Software Engineering area that allow to express the PIM, but what about the BN? What is its language model? Is it UML compatible?

The MDA approach has been applied in other forms of knowledge representation as rules [7, 1]. From the metamodel of the rule-based languages have been defined UML profiles and automated tools, that translate the rules of PIM models into rules-based web-systems by combining Java Server Faces with Jess rule engine [6]. But, BNs lack of a modeling language compatible with UML that allows the application of MDA. Model transformation consists on the process of converting one model to another model of the same system in a different abstraction level: from PIM to PSM and from PSM to code. MDA tools allow these transformations to be automated and executed automatically.

Our goal is to create an UML-compatible modeling language for BNs. The Object Management Group (OMG) has defined two extension mechanisms for UML: metamodel model and profile extensions [14]. First extension mechanism involves the process of defining a new metamodel on which to build an entirely new language defined through the Meta-Object Facility (MOF) specification. But if we do not want to change UML semantics and only particularize some concepts, we can extend UML using a series of mechanism offered by the language itself: the profiles. [12].

We know that all the knowledge representation mechanisms are in themselves languages. So we can choose to build a totally new MOF language, but it may not respect the standard UML metamodel. This fact will prevent existing UML tools to manage the new language concepts in a natural way. To offer a proposal that also gives support to UML, leads to a greater number of users and reduce the learning curve in the new language. For all these reasons and agreeing with the proposals of several authors [18, 22, 4], we also propose the use of UML profiles. In any case, according to several studies [11, 12], the starting point for developing a UML profile is the metamodel for the platform or of the domain of the application that is going to be modeled. In our case, the starting point is a BN metamodel (called BayNet) that will allow us to specify how BN concepts are related to and represented in standard UML. Visual Paradigm is the CASE tool used to define this metamodel and its associated profile.

![Figure 3. MDA for BN-based KBS](image)

### 4 Metamodel for Bayesian Network

A metamodel includes domain entities, restrictions between them and limitations on the use of entities and relationships. BNs are complex in nature, beside its structure we have to face with complex concepts, as inference and learning, that have to be approached by successive approximations. This is the reason why we have split the metamodel in several packages as it is shown in Figure 4. The BayNet metamodel is the basis for providing a specific and intuitive notation for modeling BN-based KBS.

In a first approximation to BayNet, we only focus on BayNet structure (as we need to define the BN structure to define a model) and BayNet reasoning (as we need to carry out inference in order to reasoning with a BN) packages (see Figure 5). The BayNet structure package represents the basic components of a BN (BNet class): its qualitative (i.e. directed acyclic graph) and quantitative (i.e. set of probability distributions) parts. The qualitative part is represented by the class Variable and its self-association. An Assignment consists in assigning a State to a Variable modifying, accordingly, its marginal probability. The quantitative part is represented by means of the classes Configuration and Relation. For each given child-father association (Configuration) in the directed acyclic graph is assigned a conditional probability value (Relation). That is, we assign a

![Figure 4. BayNet metamodel’s basic structure](image)
probability value to each combination of values of a variable $X_i$ and its parents $pa(X_i)$ in the graph, to define the conditional probability distribution $P(X_i | pa(X_i))$.

In BayNet reasoning, an inference can be viewed as a process ($I_{Process}$), a class able to carry out inferences ($I_{Entity}$) or an operation inside a class ($I_{Task}$). These three views allow to model different levels of abstraction in the decision tasks associated to a BN-based KBS. An Inference is an aggregation of the observed variables ($Evidence$) together with the execution of the operations needed to make evidence flow on the network and to compute the posterior probability distributions of the variables of interest ($Propagation$).

5 UBN profile

UML offers the possibility to extend and adapt its metamodel to a specific area of application through the creation of profiles. The BayNet metamodel is the basis that will provide a specific and intuitive notation for modeling BN-based KBS and including it in an UML project. UML profiles are UML packages with the stereotype << profile >>. A profile can extend a metamodel or another profile while preserving the syntax and semantic of existing UML elements. It adds elements which extend existing classes. UML profiles consist of Stereotypes, Constraints and Tagged Values.

- A stereotype is a model element defined by its name and by the base class(es) to which it is assigned. Base classes are usually metaclasses from the UML metamodel, for instance the metaclass << Class >>, but can also be stereotypes from another profile.
- Constraints are applied to stereotypes in order to indicate restrictions. They specify pre- or post conditions, invariants, etc., and must comply with the restrictions of the base class. Constraints can be expressed in any language, such as programming languages, natural language or Object Constraint Language (OCL).
- Tagged values are additional meta-attributes assigned to a stereotype, specified as name-value pairs. They have a name and a type and can be used to attach arbitrary information to model elements.

We use UML profile to define a UML Bayesian network profile (UBN). The aim of UBN is to define a language for designing, visualizing, specifying, analyzing, constructing and documenting the artifacts of knowledge-based systems, that represents it knowledge as a BN. The next step is to map the BayNet metamodel, described in the above section, to UML metaclasses and make the necessary extensions. The mapping is a non-trivial task, because we need to know in deep how to apply the UML language. Most of concepts will map to stereotypes on a selected UML metaclass. Also we can define icons for most of the stereotypes, that allows the modeler to use intuitive symbols instead of UML shapes. Figure 6 shows the actual mapping with UML metaclasses.

Once the UBN is defined, it can be used in the software development of a particular application by defining a stereotyped dependency (<< applyProfile >>) between the UBN package and the package that is being under development for the application, as Figure 7 shows. A partial view of the class model of Elvira is included as it is needed in order to define the m2m translation between PIM and PSM (see Figure 3).

6 Case Study: A pest control BN-based KBS

This section shows how to apply UBN in a specific KBS development project. The project follows a development methodology described in [3], the process model proposed allows the seamless inclusion of Bayesian networks into the final software solution for an organizational environment. Let us begin with a brief description of the project to assist decision making in an agricultural domain. Our problem is related to pest control in a given crop under the regulation of Integrated Production. The
Integrated Production Quality standard is adopted by a group of growers in order to achieve a quality production certification. The adoption of this standard forces growers to be disciplined in growing which involves intervention by technicians, marketing controls, and periodical inspection by the standard certification agencies.

The three main steps in the development of software systems that embed functionalities based and not based on knowledge, concerning the decision support process and the information management processes, are: Requirement modeling (RM), Expert modeling (EM) and Specification of the software solution (SSS) [3]. The first two are in charge of the definition on the PIM model according MDA (see Figure 3), and here is where UBN gets its value, because we can use only UML in order to execute RM and EM.

Software project development starts with business and RM modeling. The first activity consists of collecting, structuring and organizing all the relevant data for a concise and accurate definition of the problem to be solved by the software system. Integrated production involves handling and storing a huge amount of information about crops, and making decisions about all the tasks that have to be performed to fulfill the quality regulations.

We model the processes that are represented as use cases. The typical processes in an integrated production problem are shown in Figure 8. All tasks related to information required for quality management standards, without needing any knowledge based approach, are: Market Production, Act in Crop, Certify Crop Quality, and Finish Growing. All tasks related to pest control are performed by growers and agronomists in the Monitor crop process and represents the inference tasks that we need to model by means of a Bayesian network. The decision process when monitoring a crop is made at two levels. First, a decision is made on whether crop control action is necessary by sampling pests and estimating risk of attack. Then if it is decided that crop control action is required, the product (chemical or biological) to be applied has to be selected. The treatment advised has to respect natural enemies and other biological products previously used.

The next step is to finish the PIM, using UML and UBN in order to define the system without considering platform level details. That is, from use cases we need to define the conceptual models. In this section, as specific case, we focus on the Monitor crop use case that can be described as the following informal scenario: Each week, the agricultural expert samples the crops condition and makes an estimate of the risk of pest attack. Crop sampling consists of direct observation and count of harmful agents in randomly selected plants. Where imbalance is detected, the expert advises treatment meeting the integrated production standard.

A crop is a complex system consisting of a plot of land, plants, a set of diseases and pests, and natural enemies that may be able to control them. The problem is to decide what treatment to apply, in order to maintain a balanced system. Figure 9, shows the UML class diagram obtained. Some of the classes in the model are variables of the Bayesian network (EM).

Within the scope of integrated production systems, when an agricultural expertvisits a greenhouse, he writes down the date of the visit and samples the crops condition and includes information about fauna, weather (wind, rain, etc.) and environment (weeds). The general schema for a crop-harmful agent pair consists of observing the crops condition and fauna. Crop condition is measured in terms of its phenology. The presence of fauna is important to estimate the intensity of the attack. The crop condition, along with the intensity of pest attack, determines the need for applying a plant health treatment or not. Periodical inspections of this kind are performed weekly. Figure 10 shows the BN structure elicited from the knowledge of the domain expert. Once the BN structure has been established, the probabilities are estimated completing the construction of the BN model. This expert modelling process has been successfully applied to determine the need of applying a treatment for olives’ fly [8].

In order to select the set of relevant variables, we start from the initial conceptual model of the project that has to be refined. A first version of the PIM is shown in figure 9. Some of the modeling elements are stereotyped, using UBN, as nodes in a BN, Crop condition is measured in terms of its phenology. The presence of fauna is important to estimate the intensity of the attack. The crop condition, along with the intensity of pest attack, determines the need for applying a plant health treatment or not. Periodical inspections of this kind are performed weekly. Relationship that complete the qualitative part of the BN are shown as stereotyped associations of
Once the BN structure has been established, the probabilities are estimated (quantitative elicitation activity) based on a local government database of cases, completing the construction of the BN model. This expert modeling process has been successfully applied to determine the need of applying a treatment for the olives' fly (dacus olae) [20].

Finally, the specification of the software solution (SSS) represents an m2m translation that produces the PSM. Based on the PSM obtained, an m2c translation can be used to obtain a BN-based KBS in order to assist growers and technicians in pest control decision support tasks.

7 Conclusions

In this work, we have presented a metamodel (BayNet) and an UML profile (UBN) for BN-based KBS modeling. This metamodel covers several important aspects for achieving the seamless inclusion of BN models into a final software solution for an organizational environment. The applicability of our solution has been tested in a simplified version of a real-world problem: integrated production in agriculture.

Our proposal allows to manage a domain-specific language for BN without changing UML semantics. This can be viewed as a general framework to apply Model Driven Development, extending it to the BN-based KBS case. Developing a profile is a difficult task that implies performing many steps. The next steps of this research will consist in defining a specification of constraints and operations using OCL, validate the profile using a CASE tool as Visual Paradigm and test it in a real-life development project that includes knowledge-base features.
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Can Adaptive Conjoint Analysis perform in a Preference Logic Framework?¹

Adrian Giurca, Ingo Schmitt and Daniel Baier
{giurca, schmitt, daniel.baier}@tu-cottbus.de

Abstract. Research on conjoint analysis/preference aggregation/social choice aggregation is performed by more than forty years by various communities. However, many proposed mathematical models understand preferences as irreflexive, transitive and statistical relations while there is human psychology research work questioning these properties as being not enough motivated. This works propose to position the conjoint analysis inside a logical framework allowing for non-transitive and globally inconsistent preferences. Using a preference logics one can define a logic-based utility allowing to obtain an aggregate semantics of the collective choice.

1 Introduction and Motivation

Conjoint Analysis (CA) in marketing research was introduced forty years ago [26] being influenced by economics ([36], [35]) and mathematical psychology ([39], [40], [7]). While the beginning was devoted mostly to understand how individuals evaluate products/services and form preferences (see, [26], [34], [43] and possibly others), in the last thirty years the CA literature focused more on predicting behavioral outcomes by using statistical methods and techniques ([8]) and this resulted in a widespread variation in CA practice. Recently, applications in innovation market were developed ([9]).

The traditional conjoint task is related to the rational economy model where agents tend to action towards maximizing their utilities.

While traditional models obtain significant results when processing complete, transitive and acyclic (consistent) preferences, many communities mention that such models are quite far from the real life. When asking people about thing they like, then they may not answer (incompleteness), or they may change their initial preferences due to reception of new information (preference change). In addition, while it seems that the preference system of one respondent must be non contradictory, when processing preferences from many respondents this assumption does not remain valid. Some of our previous work argued towards a logic-based model for conjoint analysis.

The research reported by [46] proposed a mathematical optimization approach by translating ratings into algebraic constraints, but such solution requires acyclicity and transitivity and not changing preferences. New debates on solution proposed by [46] were reported by [31] in the context of non-additive utility aggregations such as Choquet integral. However, none of these approaches consider non-transitive and/or cyclic preferences, [48].

[23] introduced a logic-based utility but the approach was limited by a number of assumptions such as consistency (acyclic preferences) ignorance (of neutral rated questions), transitivity and the restriction of using only 2 stimuli choice pair comparisons. Moreover, while it argued on the logical nature of the users ratings and rankings, it does not consider preference change and interview adaptation. Many of these restrictions were introduced by the method of computing the logic-based utility, basically adaptation of the weighted majority learning algorithm allowing only binary preference as input.

As discussed by [24], computing beliefs from ratings and rankings is much close to the mental expectations of respondents and identified three kinds of beliefs that can be obtained from question answers. The proposed framework considers consistent respondent belief sets but on belief sets aggregation there is no need to require consistency: moreover this is inline with the Arrow’s impossibility theorem (see [5] and [6]).

Although traditional non-adaptive conjoint solutions require static, non-changing, preferences, when data collection is interactive one may experience preference change. Moreover, the actual online solutions on data collection show many cases when the data is collected over days and not by a standard survey in a contiguous manner. As such, respondents may remake-up their mind therefore change is frequently expected. Also, [24] pointed that may be useful to use weighted beliefs due to the imprecise nature of the user ratings. In addition, among other distinctions it was emphasized that while individual beliefs are consistent (no assumption of user irrationality), collective beliefs may not be consistent. In addition, while the AGM model [4] considered consolidation as a maintenance operation of removing some dispensable beliefs resulting in a consistent knowledge base, we would like to avoid such approach due to missing of motivated criteria with respect of belief elimination.

The goal of this paper is to argue on the opportunity to use a preference logics framework allowing non-transitivity and inconsistency in preference data.

¹ This research is supported by (1)DFG Project SQ-System: Entwicklung von Konzepten für ein quantenlogikbasiertes Retrieval-Datenbank-Anfragesystem: Anfragesprache, interaktive Suchformulierungs- und effiziente Anfragesprachenauswertung, and (2) German Federal Ministry of Education and Research, ForMaT project (Forschung für den Markt im Team), Phase II, Innovationslabor: Multimedielle Ähnlichkeits suche zum Matchen, Typologisieren und Segmentieren.
2 Related Work

The classical model of computing an utility function is the additive linear model (see [8] for details). Basically, the overall utility is an additive linear combination on value scores adjusted with attribute scores and compensated with a constant depending on interview i.e.,

$$U(o_j) = \mu + \sum_{k=1}^{N} \sum_{l=1}^{n_k} \beta_{kl} \cdot x_{jkl}$$

where

$$U(o_j)$$ – is the total score on product profile $$o_j$$,
$$\beta_{kl} = U_A(a_{kl})$$ – is the user preference on value $$a_{kl}$$ of attribute $$A_k$$, and
$$x_{jkl} = \begin{cases} 1, & \text{if } o_j.A_k = a_{kl} \\ 0, & \text{otherwise} \end{cases}$$

$$\mu$$ is a calibration constant (mean preference value across all objects). Usually $$U_A()$$ is called part-utility function or part-worth function and its specification depends of the attribute type (categorical and quantitative).

In practice a conjoint study may contain both types of attributes. Significant examples of categorical attributes are brand names or verbal descriptions containing levels such as "high", "medium", "low" while quantitative attributes are the ones which are measurable on either an interval scale or a ratio scale (e.g., speed of a processor, size of a screen). While there were proposed many models to encode the part-worth functions, two models are representative:

1. the vector model, $$U_k(a_{kl}) = w_k \theta_{kl}$$, where $$w_k$$ is the weight of attribute $$A_k$$, and $$\theta_{kl}$$ is the weight of the value $$a_{kl} \in \text{dom}(A_k)$$ and
2. the ideal point model, $$U_k(a_{kl}) = w_k (\theta_{kl} - \theta_{k0})^2$$, where $$\theta_{k0}$$ is the weight of the ideal value $$a_{k0}$$ of attribute $$A_k$$.

In overall the standard conjoint problem reduces to find all $$\beta_{kl}$$ and $$\mu$$ by using training data of user-rated utilities for a training object dataset.

2.1 Machine Learning Approaches

During the last thirty years, Machine Learning research developed very similar problems, offering either statistically-based or logic-based solutions. As in traditional conjoint analysis, the difficulty relates to the fact that the set of all possible behaviors given all possible inputs is too large to be covered by the set of observed examples (training data). Hence the learner must generalize from the training data. Learning from examples towards forecasting the future behavior is one large field of research.

2.1.1 Support Vector Machines

Support Vector Machines, [10], [47] was proposed as a classification methodology by machine learning community. Basically, the standard model takes a set of input data and, classify each given input as being part of one of two possible categories (such as "like" and "unlike"). There is research proposing to use this model on conjoint analysis too (e.g., [16]).

The main assumptions of this method are: (a) there is preference data for a set of objects $$O$$ and (b) the utility function is linear. Each preference data (e.g., $$o_1 \leq o_2$$) is translated into an inequality between corresponding utilities of the corresponding objects ($$u(o_1) \leq u(o_2)$$). The method then involves minimizing the sum of errors for the inequalities and the sum of the squares of the weights in the utility function.

As usual, each attribute value $$a_i \in \text{dom}(A_i)$$, $$i = 1, ..., n$$ has weight $$\theta_i$$. We denote $$\theta_i^{(k)}$$ the weights vector corresponding to the $$k$$-th object $$o_i^{(k)}$$. The goal is to estimate the individual partworths $$w = (w_1, ..., w_n)$$ considering a linear utility function (e.g., the vector model) $$U(o) = \varpi \cdot \theta$$ for each $$\varpi$$ corresponding to an object $$o \in O$$.

We encode preference data by respondent interviews: at the $$k$$-th question we show a subset $$O_k = \{o_1^{(k)}, ..., o_n^{(k)}\} \subset O$$ asking the respondent to choose one object as the most liked. Without loosing the generality (via reordering) we can assume that the respondent choose first object as the preferred one. This choice is encoded as the set of constraints, $$\varpi (\theta_i^{(k)} - \theta_j^{(k)}) \leq 0$$, $$i = 2, ..., n$$, and reduce the conjoint problem to a classification problem. [16] proposes to train a L2-soft margin classifier only with positive examples obtained from respondent ratings, using a with a hyperplane through the origin and modeling the answering noise with dummy variables $$\varepsilon_i^{(k)}$$. It trains one algorithm per respondent to get individual vector weights $$\varpi^{(k)}$$ for each respondent $$p$$ and then to compute individual partworths by calibration with the aggregated partworths i.e. $$\varpi = \frac{1}{|P|} \sum_{p \in P} \varpi^{(p)}$$ and then $$\varpi^{(p)} = \frac{\varpi^{(p)} + \varpi}{2}$$. The training conditions are:

$$\{ \begin{array}{l} \text{Minimize} : \varpi + C \sum_{p \in P} \sum_{i=2}^{n_k} (\varepsilon_i^{(k)})^2 \\ \text{such that} : \varpi (\theta_i^{(k)} - \theta_j^{(k)}) \leq 1 - \varepsilon_i^{(k)} \end{array} \}$$

where $$C$$ is a constant depending on the respondents set.

2.1.2 Learning from Preferences

Recall the learning problem similar with most of conjoint analysis tasks:

Given a (very large) set of objects (each object represented as a set of attribute-value pairs), and a set of evaluation instances (each object is evaluated by experts obtaining a score, typically a real number) find a learning algorithm being able to evaluate any subset of the initial set of objects being compliant with expert evaluations.

As learning algorithms use evaluated training data it looks straightforward to input the learner with a database of examples in which the human expert has entered scores for each possible choice. However, similar with traditional conjoint analysis, there are two critical issues of this approach: (a) many domains have very large set of possible objects therefore is would be a tremendously time consuming for the expert to create the complete evaluation rank. Moreover, the training dataset must also contain enough "bad" alternatives otherwise the expert will be tempted to produce only high scores for everything and as such, to obtain a rank which is not useful; (b) in many cases experts do not think in terms of absolute scoring functions therefore will be very difficult,
sometimes impossible, to create training data containing absolute scores. These reasons yields many researchers to consider pair comparisons rather than scoring individual alternatives (there is a large literature concerning the way users create preferences. The reader may consider [37], [12], [40], [17] and probably many others). Preference learning was pioneered by [53] and continued by [55], [33], [20] and possibly others. Basically, given a set of (partial) profiles and a preference function of these profiles we want be able to train a computer program to classify new (so far unseen) profiles by assigning a correct rank to each profile. The ratio of correctly classified data points is called the accuracy of the system.

As such conjoint analysis is similar with a learning task: learning utility functions from respondent preferences. The conjoint problem can be seen as learning to rank a set of objects by combining a given collection of initial rankings or preference functions. In machine learning community this problem of combining preferences arises in several applications, such as that of combining the results of different search engines, or the collaborative filtering problem. During the last 20 years a number of algorithm were developed: a pioneering algorithm is described in [14] and [15] as an extension of the early work reported by [38]. Advances in learning from preferences were reported by [19], [20], and [30]. As described by [20], the task of learning object preferences is:

Let \( \mathcal{O} = \{(a_1, ..., a_n)|a_i \in \text{dom}(A_i)\}\) be the set of all possible product representations and let \( \mathcal{S} = \{a_1, ..., a_n\} \subseteq \mathcal{O} \) be a set of training objects (aka full profiles, product representations). Let \( \mathcal{P} \) be a set of respondents and \( \{P_{S,p} : \mathcal{S} \times \mathcal{S} \rightarrow \{0, 1\}|p \in \mathcal{P}\} \) the set of pairwise preferences on training data. Learn a utility function \( U : \mathcal{O} \rightarrow \mathbb{R} \) that ranks any subset of \( \mathcal{O} \).

Notable, while conjoint analysis typically assumes a linear utility function (see details by [8]), learning from preferences does not require utility linearity but many strategies on learning from preferences still assume linear combinations as potential ranking functions. A significant solution introduced by [14] and improved in [15] considers learning a global preference as a weighted linear combination of all respondent preferences, and then derive a final ordering which is maximal consistent with this preference. Other research ([53], [30]) uses a different strategy, specifically direct learning of the utility function directly from the respondent preferences. [53] introduces a two-state symmetric neural network architecture that can be trained with representations of states and a training signal (corresponding to the user preferences) indicated the preferred state. Subsequent works on this solution were reported by [55], [29], [33], and [27].

### 2.1.3 Logic-based Approaches

A logic-based approach was proposed by [46] by replacing the utility function with a logical formula best fulfilling a set of algebraic constraints derived from preference processing. They use Commuting Quantum Query Language (CQQL, [45]) a logical language based on combinations between Boolean conditions and proximity/similarity conditions over specialized variants of logical operators producing weighted formulas. The problem is formulated as below:

Let \( \mathcal{O} = \{(a_1, ..., a_n)|a_i \in \text{dom}(A_i)\}\) be the set of all possible object representations and \( \mathcal{S} \subseteq \mathcal{O} \) a set of training objects. \( \preceq \) denotes the preference relation on training data \( \mathcal{S} \). Find a weighted full DNF CQQL formula \( U = \bigvee m_i | m_i \) the \( j \)-th minterm and \( w_i \in [0,1] \) its weight) such that \( U \) best fulfills the user preferences i.e. when CQQL evaluation is performed over objects in \( \mathcal{O} \) then the obtained rank is consistent with user initial preferences.

If \( o_{i_2} \preceq o_{i_1} \) then the following constraint is considered

\[
\text{eval}_{\text{CQQL}}(U, o_{i_1}) - \text{eval}_{\text{CQQL}}(U, o_{i_2}) \geq 0
\]

Because CQQL evaluation has simple arithmetic rules for formula evaluation, from the computational point of view the problem reduces to a linear optimization: Maximize \( \sum_{o_{i_2} \preceq o_{i_1}} (\text{eval}_{\text{CQQL}}(U, o_{i_1}) - \text{eval}_{\text{CQQL}}(U, o_{i_2})) \) under the above described constraints. The readers may consider [46] for details on problem solving strategies (such as simplex computations, feasible and unfeasible states, solutions to avoid overfitting and more.)

Automated extraction of rules from evidences was largely discussed by connectionist learning community (early work by [41], pioneered by [21] and subsequently discussed by [51], [25], [52], [11], [49], and possibly others) under the umbrella of a much general task:

How can we extract models from the training data in an automated manner and use these models as the basis of an autonomous rational agent in the given domain.

One of the most important features of such an approach is that it combines the computational advantages of connectionist models with the qualitative knowledge representation proposed by the AI community.

It is obvious that a solution of this problem must consider two stages: (1) Learning the model and (2) Performing inference using this model. This work follows only the first stage of the problem – if there is a learned ruleset then there are many opportunities to perform inference according with various semantics (crisp, probabilistic, fuzzy and so on) and a discussion of appropriateness of each of them should be large.

Inside a rule framework the conjoint problem is to find out a set of rules that best model the respondent preferences. One can consider learning of various kinds of rules (possibly weighted), each of them supporting various semantics including probabilistic models [42], incomplete/imprecise information, [54], plausibility-based models [18], [22] or quantum logic semantics [45].

1. Simple rules (propositional rules):

\[
[\sim A_i \land ... \land \sim A_k \sim A_{k+1}]
\]

where \( \sim A \) denotes a possibly negated attribute;

2. Positive attribute-value rules:

\[
A_i \eq v_i \land ... \land A_k \eq v_k \sim A_{k+1} \eq v_{k+1}
\]

where \( v_i \in \text{dom}(A_i) \), \( A_i \eq v_i \) means that \( A_i \) takes a value around \( v_i \) (The reader should notice that \( \eq \) includes ordinal values, e.g., \( A_i = v_i \)).
3. Attribute-value rules with negation:
\[
(\neg A_i \equiv v_{i_1} \land \ldots \land (\neg A_k \equiv v_{i_k} \iff A_{k+1} \equiv v_{k+1})
\]
where \(\neg A_i \equiv v_i\) means \(A_i \neq v_i\).

4. General attribute-value rules:
\[
(\neg A_i \equiv v_{i_1} \land \ldots \land (\neg A_k \equiv v_{i_k} \iff \neg (\neg A_{k+1} \equiv v_{k+1}))
\]

The first three kinds of rules were largely addressed by data mining community when learning association rules. Researchers developed different kinds of association rules: Boolean (crisp) association rules, quantitative association rules, fuzzy association rules. Association rules were pioneered by [44] and then established by [2], and [3]). Standard association rules consider two measures of interestingness: support and confidence although other models may add two more: lift and conviction or adopt non-standard ones, [32]. Learning association rules is usually performed under both a user-specified minimum support and a user-specified minimum confidence requirements.

There were developed many algorithms starting with the most known one, Apriori ([3]) and continuing with many others (Eclat, FP-growth and so on.) A significant step is the Assoc algorithm [28] which enables mining for generalized association rules (including negation i.e. attribute-value rules with negation) and does not restrict for minimum support and confidence.

However, on our knowledge, none of this research considering the conjoint analysis task: the training data set for learning association rules does not distinguish various users. All the data is uniform (mostly, it comes from e-commerce transactions) and it may refer to one user (such as in recommender systems, [1]) or to many but not considering distinct training data for each of them, therefore the conjoint task is somehow hidden. In addition the conjoint analysis problem in the context of learning association rules does not directly performs from preferences: using transactional data as input, there should be some algorithm computing binary confidence requirements.

The first kind of rules were considered, in context of adaptive conjoint analysis, by [23] in conjunction with weighted CQQL (see [45] for language description), an extension of the relational calculus using quantum logic paradigm which defines metric (or similarity) predicates, weighted conjunction (\(\land_{\alpha_1, \alpha_2}\)) and quantum negation. Clearly (as explained by [25] and [52]) there is a need for both a preference measure to rank the rules and a learning algorithm which uses the preference measure to perform the best k rules.

The work reported by [23] describes a heuristic and learning approach to use the respondent preferences on stimuli to compute a rule preference relation (called minterm preference because the rules were learned as weighted minterms of the CQQL full disjunctive normal form) and then use a learning algorithm to compute a ranking on the minterms set.

3 Conjoint Analysis using Preference Logics

This section introduces a logical framework allowing (a) encoding of preferences as choice formulas, (b) defining a logic-based utility inside a preference logic to allow creation of collective beliefs and (c) performing rule extraction and explanation and formal interpretation.

3.1 Preference Logics

We follow the approach defined by [50] on preference logic introduced as a special case of logic by defining a preference relation between the interpretations of the underlying logic as we consider this approach being simple and powerful. Below we recall some of the [50] results.

Let \(\mathcal{L}\) be a standard logic and \(\sqsubseteq\) a strict partial order on interpretations (we say \(I_2\) is preferred to \(I_1\) and denote \(I_1 \sqsubseteq I_2\)). Then, \(\mathcal{L}_\sqsubseteq = (\mathcal{L}, \sqsubseteq)\) is a new logic, a preference logic. The basic artifacts such as satisfaction, validity and entailment are defined by [50]. Recall that while the standard logics are monotonic\(^2\). Recall the definitions of satisfiability, validity and entailment:

**Definition 1 ([50])**

Let \(F, G \in \mathcal{L}\). Let \(I\) be an interpretation.

\(I\) preferentially satisfies \(F\) (denoted \(I \triangledown F\)) if \(I \models F\) and there is no \(I'\) such that \(I \sqsubseteq I'\) and \(I' \models F\). As usual, \(I\) is called the model of \(F\).

\(F\) preferentially entails \(G\) (denoted \(F \triangledown G\)) if

\[\forall I, I \sqsubseteq F \implies I \models G\]

That is the preferred models of \(G\) are also preferred models of \(F\).

As described by [50], \(\mathcal{L}_\sqsubseteq\) is a non-monotonic logic because there may be formulas \(F, G \in \mathcal{L}_\sqsubseteq\) such that both \(F \triangledown G\) and \(F \triangledown \neg G\). Moreover, it is not necessary that \(F\) is inconsistent, it is just sufficient that \(F\) do not have preferred models.

A significant case of preference logics was introduced by [13] under the name of choice logic. Basically, choice logic defines the ordered disjunction (denoted \(\times\)) as a special kind of standard disjunction (\(\lor\)) as such introducing a preference relation between the interpretations and models. The ordered disjunction has the same models as regular disjunction but there is a preference relation between these models. For example, if \(A \times B\) is a disjunction between two atom. Then \(I_1 = \{A\}, I_2 = \{A, B\}\) and \(I_3 = \{B\}\) are its models. Then \(I_3 \sqsubseteq I_2\) and \(I_3 \sqsubseteq I_1\) meaning that \(I_1\) and \(I_2\) are preferred models.

Intuitively, as [13] reports, the ordered disjunction means that when \(F_1 \times \ldots \times F_n\) we prefer models that first satisfies \(F_1\) and if this is not possible then we prefer models satisfying \(F_2\) and so on. Choice logic defines the degree of satisfaction for all logic formulas

**Definition 2 ([13])**

The possibility of a formula (the number of choices to satisfy a formula) is \(\text{opt}(A) = 1\) if \(A\) is an atom.

\[\text{opt}(\neg F) = 1\]

\[\text{opt}(F_1 \lor F_2) = \max(\text{opt}(F_1), \text{opt}(F_2))\]

\[\text{opt}(F_1 \land F_2) = \max(\text{opt}(F_1), \text{opt}(F_2))\]

\[\text{opt}(F_1 \times F_2) = \text{opt}(F_1) + \text{opt}(F_2)\]

[13] defines the preference relation (\(\sqsubseteq\)) between models of logic formulas and consequently the entailment. It is shown that

\[\text{In the sense that if } F_1, F_2, F_3 \in \mathcal{L}, \text{if } F_1 \models F_3 \text{ then } F_1 \land F_2 \models F_3.\]
the entailment satisfies cautious monotony and cumulative transitivity:

**Proposition 1 (113)**
Let $S$ be a set of choice logic formulas and $A, B$ be classical formulas.

$S |=_{C} A$ and $S |=_{C} B \Rightarrow S \cup \{A\} |=_{C} B$

$S |=_{C} A$ and $S \cup \{A\} |=_{C} B \Rightarrow S |=_{C} B$

From the computational point of view, choice logic can be translated to stratified knowledge bases.

## 4 Modeling Conjoint Analysis
Conjoint analysis collects preferences from user interviews using a variety of question types but the most used ones are trade-off matrices and pair-comparisons. A trade-off matrix (34) asks a respondent to consider a pair of attributes. It displays all combinations of values for those attributes, asking the respondents to provide a ranking for the combinations. The Table 1 shows an example of a trade-off matrix related to attributes Operating System and Battery life. While trade-off matrices are quite efficient on ranking binary stimuli, trade-off matrices cannot be used if we consider stimuli with more than two attributes. A solution to these limitations is to use pair comparisons. Pair comparisons are seen as choice questions from Table 1 say that OS("Android") $\land$ Battery("12h") is preferred to OS("Android") $\land$ Battery("6h") as well as OS("WinPhone") $\land$ Battery("12h") is preferred to OS("Android") $\land$ Battery("4h") and so on.

### Definition 3 (Mapping trade-off matrices)
Let a trade-off matrix based on predicates $A_1$ and $A_2$.
If $A_1(u) \land A_2(v)$ is preferred to $A_1(u') \land A_2(v')$ then this preference is encoded into the choice formula:

$$A_1(u) \land A_2(v) \times A_1(u') \land A_2(v')$$

that is preferring models that, if possible first satisfy $A_1(u) \land A_2(v)$.

### Definition 4 (Mapping pair comparisons)
Let $q$ be the pair comparison $q = A(a) \land B(b) \lor C(c) \land D(d)$.
If the left side is preferred then this preference is encoded into the choice formula:

$$A(a) \land B(b) \times C(c) \land D(d)$$

If $q$ is rated neutral then this preference is encoded into the formula:

$$A(a) \land B(b) \lor C(c) \land D(d)$$

Similarly, if the right side is preferred then this preference is encoded into the choice formula:

$$C(c) \land D(d) \times A(a) \land B(b)$$

## 4.2 Towards Logic-based Conjoint Analysis
Let $A = \{A_1, ..., A_n\}$ be a set of unary predicates with $\text{dom}(A_i)$ the domain of values. Let $O = \{(a_1, ..., a_n)|a_i \in \text{dom}(A_i)\}$ be the set of all possible product representations.

### Definition 5 (Normal Form)
A full ordered disjunctive normal form (ODNF) over choice logic defined by the language $A$ is a (ODNF) over choice logic defined by the language $A$ is a formula

$$U = \times_j(L_1(l_1^j) \land ... \land L_n(l_n^j))$$

where $L_k(l_k^j)$ is a literal corresponding to the predicate $A_k$ (either $A_k(l_k^j)$ or $\neg A_k(l_k^j)$) and $l_k^j \in \text{dom}(A_k)$.

Let $C$ the set of all choice formulas derived from user preferences. Then, the generic conjoint analysis task is described as below:

Find $U = \times_j(L_1(l_1^j) \land ... \land L_n(l_n^j))$ such that $U$ best fulfills the user preferences i.e. there is a maximal set of constraints $C' \subseteq C$ such that $U = \text{max} C$ for all $C \in C'$.

Of course, the economics community does not really need the complete DNF but, most of the cases only a subset of the ODNF (the most important clauses). In addition, sometimes the constraints may come weighted (using some weight $w \in (0, 1]$) and then the concept of maximal set can be replaced by a subset of constraints with a sum of weights greater than a specified threshold.

### 4.1 Preferences as Choice Formulas
Let $A_1, ..., A_n$ be a set of attributes (unary predicates) with $\text{dom}(A_i)$ the domain of values. Let $O = \{(a_1, ..., a_n)|a_i \in \text{dom}(A_i)\}$ be the set of all possible product representations. The choice logic ordered disjunction operator makes this logic suitable candidate to encode user ratings as choice formulas. The trade-off matrices introduces a rank between choices e.g., the matrix that corresponds completely to the psychological meaning of trade-off matrices where the respondent does not reject any of the alternatives.

<table>
<thead>
<tr>
<th>Left side</th>
<th>OR</th>
<th>Right side</th>
</tr>
</thead>
<tbody>
<tr>
<td>Android</td>
<td>OR</td>
<td>Windows Phone,...</td>
</tr>
<tr>
<td>AND</td>
<td></td>
<td>AND</td>
</tr>
<tr>
<td>≥ 500EUR, ...</td>
<td>Left</td>
<td>AND</td>
</tr>
<tr>
<td>≥ 4&quot; screen, ...</td>
<td>Neutral</td>
<td>AND</td>
</tr>
<tr>
<td>Battery life 6h</td>
<td></td>
<td>AND</td>
</tr>
<tr>
<td>≥ 4&quot; screen, ...</td>
<td>Left</td>
<td>Battery life 10h,...</td>
</tr>
<tr>
<td>AND</td>
<td></td>
<td>AND</td>
</tr>
<tr>
<td>other OS</td>
<td></td>
<td>no WIFI, ...</td>
</tr>
</tbody>
</table>

Table 2. Pair Comparisons and Ratings
Rule extraction from a computed ODNF (or a subset) is straightforward as the experts like to understand the dependencies of a specific predicate value with respect of the remaining predicates. As such rules are obtained by transforming $U$ to conjunctive normal form (CNF) and then deriving rules from each clause according with specific predicates as conclusions.

Let $\mathcal{R}$ be a the derived ruleset as described above. Then, all preferred models of $\mathcal{R}$ corresponds to preferred objects in $\mathcal{O}$.

As such we propose an updated process chain of adaptive logic-based conjoint analysis as depicted by Figure 1.

![Figure 1. Logic-Based Adaptive Conjoint Analysis Chain](image)

### 5 Conclusion

We proposed a model of logic-based conjoint analysis by considering encoding respondent preferences as beliefs (as such allowing belief change) and encoding this beliefs to choice formulas. While the individual beliefs translates into consistent constraints set the collective beliefs (all constraints collected from all respondents) may not be a consistent set. The Table 3 describes the kind of preferences used by the analyzed models. As seen the proposed approach is useful when the model intends to capture phycological phenomena such as change or irrationality (inconsistency) as well as when formal explanations of decisions need to be computed. This work is at its beginnings: beside fine tuning and debugging, obtaining feasible algorithms to compute the logic-based utility is a mandatory next step. Analyzing such algorithms may open discussion on improvements of the preference logic too as traditional processing of pair comparisons also consider Likert scales as rating methods. In addition, a close look on the necessary belief framework (a discussion was started by [24]) is necessary.

<table>
<thead>
<tr>
<th>Aggregation Models</th>
<th>Require Irredundex</th>
<th>Require Transitive</th>
<th>Allow Indifference</th>
<th>Static Preference</th>
</tr>
</thead>
<tbody>
<tr>
<td>CA (econ.)</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>SVM</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>Preference Learning</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>Rule Learning</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
</tr>
</tbody>
</table>
| Preference Logic   | yes                | no                 | yes               | no (belief rev)   

**Table 3. Conjoint Analysis Preference Requirements**
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Problems impacting the quality of automatically built ontologies
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Abstract. Building ontologies and debugging them is a time-consuming task. Over the recent years, several approaches and tools for the automatic construction of ontologies from textual resources have been proposed. But, due to the limitations highlighted by experiments in real-life applications, different researches focused on the identification and classification of the errors that affect the ontology quality. However, these classifications are incomplete and the error description is not yet standardized. In this paper we introduce a new framework providing standardized definitions which leads to a new error classification that removes ambiguities of the previous ones. Then, we focus on the quality of automatically built ontologies and we present experimental results of our analysis on an ontology automatically built by Text2Onto for the domain of composite materials manufacturing.

1 Introduction

Since the pioneering works of Gruber [15], ontologies play a major role in knowledge engineering whose importance is growing with the rise of the semantic Web. Today they are an essential component in numerous applications in various fields: e.g. information retrieval [22, 20], knowledge management [26], analysis of social semantic networks [8] and business intelligence [27]. However, despite the maturity level reached in ontology engineering, important problems remain open and are still widely discussed in the literature. The most challenging issues concern the automation of ontology construction and their evaluation.

The increasing popularity of ontologies and the scaling changes of this last decade have motivated the development of ontology learning techniques. Promising results have been obtained [6, 5]. And, although these techniques have been often experimentally proved to be not sufficient enough for constructing ready-to-use ontology [5], their interest is not questioned in particular in technical domains [17]. Few recent works recommend an integration between ontology learning techniques and manual intervention [27].

Whatever their use, it is essential to assess their quality throughout their development. Several ontology quality criteria and different evaluation methods have been proposed in the literature [19, 4, 11, 21, 1]. However, as mentioned by [28], defining "a good ontology" remains a difficult problem and the different approaches only permit to "recognize problematic parts of an ontology". From an operational point of view, error identification is a very important step for the ontology integration in real-life complex systems. And, different researches recently focused on that issue [13, 2, 24]. However, as far as we know, a generic standardized description of these errors does not still exist. It seems however a preliminary step for the development of assisted construction method.

In this paper, we focus on the most important errors that affect the quality of semi-automatically built ontologies. To get closer the operational concerns we propose a detailed typology of the different types of problems that can be identified when evaluating an ontology. Our typology is inspired from a generic standardized description of the notion of quality in conceptual modeling [18]. And, our analysis is applied on a real-life situation concerning the manufacturing of pieces in composite materials for the aerospace industry.

The rest of this paper is organized as follows. Section 2 is a state-of-the-art of the ontology errors. Section 3 describes a framework which provides a standardized description of the errors and draws correspondences between our new classification and the main errors previously identified in the literature. Section 4 presents our experimental results in the domain of composite materials manufacturing. More precisely, we analyze errors affecting an ontology produced by an automatic construction tool (here Text2Onto) from a set of technical textual resources.

2 State-of-the-art on ontological errors

In the literature, the notion of "ontological error" is often used in a broad sense covering a wide variety of problems which affect the ontology quality. But, from several studies published this last decade, we have identified four major denominations associated to complementary definitions: (1) "taxonomic errors" [14, 13, 9, 2], (2) "design anomalies" or "deficiencies" [2, 3], (3) "anti-patterns" [7, 25, 23], and (4) "pitfalls" or "worst practices" [23, 24].

2.1 Taxonomic errors

From the pioneering works of Gomez-Perrez [14], the denomination "taxonomic error" is used to refer to three types of errors that affect the taxonomic structure of ontologies: inconsistency, incompleteness and redundancy. Recently, extensions have been proposed to non-taxonomic properties [3], but in this synthesis we focus on taxonomic errors.

Inconsistencies in the ontology may be logical or semantic. More precisely, three classes of inconsistencies in the taxonomic structure have been detailed: circularity errors (e.g. a concept that is a specialization of itself), partitioning errors which produce logical inconsistencies (e.g. a concept defined as a specialization of two disjoint concepts), and semantic errors (e.g. a taxonomic relationship between two concepts that is not consistent with the semantics of the latter).
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Incompleteness is met when concepts or relations of specialization are missing, or when some distributions of the instances of a concept between its sons are not stated as exhaustive and/or disjoint.

In the opposite way, redundancy errors are met when a taxonomic relationship can be directly deduced by logical inference from the other relationships of the ontology, or when concepts with the same father in the taxonomy do not share any common information (no instances, no children, no axioms, etc.) and can be only differentiated by their names.

2.2 Design anomalies

Roughly speaking, design anomalies mainly focus on ontology understanding and maintainability. They are not necessarily errors but undesirable situations. Five classes of design anomalies have been described: (1) "lazy concepts" (leaf concepts in the taxonomy not implied in any axiom and without any instances); (2) "chains of inheritance" (long chains composed of intermediate concepts with a single child); (3) "lonely disjoint" concepts (superfluous disjunction axiom between distant concepts in the taxonomy which may disrupt inference reasoning); (4) "over-specific property range" (too specific property range which should be replaced by a coarser range which fits the considered domain better); (5) "property clumps" (duplication of the same properties for a large set of concepts instead of the inheritance of these properties from a more general concept).

2.3 Anti-patterns

Ontology design patterns (ODP) are formal models of solutions commonly used by domain experts to solve recurrent modeling problems. Anti-patterns are ODP that are a priori known to produce inconsistencies or unsuitable behaviors. [23] also called anti-patterns ad-hoc solutions specifically designed for a problem even if well-known ODP are available. Three classes of anti-patterns have been described [7, 25, 23]: (1) "logical anti-patterns" that can be detected by logical reasoning; (2) "cognitive anti-patterns" (possible modeling errors due to misunderstanding of the logical consequences of the used expression); (3) "guidelines" (complex expressions valid from a logical and a cognitive point of view but for which simpler or more accurate alternatives exist).

2.4 Pitfalls

Pitfalls are complementary to ODPs. Their broad definition covers problems affecting the ontology quality for which ODPs are not available. Poveda et al. [24] described 24 types of experimentally identified pitfalls as, for instance, forgetting the declaration of an inverse relation when this latter exists or of the attribute range. And they proposed a pitfall classification which follows the three evaluations where OWL primitives are not used properly), "wrong inference" (NI, e.g. relationships or axioms that allow false reasoning), "no inference" (NI, gaps in the ontology which do not allow inferences required to produce new desirable knowledge), "real world modeling" (RWM, when commonsense knowledge is missing in the ontology). One class corresponds to the functional dimension: "requirement completeness" (RC, when the ontology does not cover its specifications). And, two classes correspond to the usability dimension: "ontology understanding" (OU, information that makes understandability more difficult e.g. concept label polysemy or label synonymy for distinct concepts, non explicit declaration of inverse relations or equivalent properties) and "ontology clarity" (OC, e.g. variations of writing-rule and typography for the labels).

It is easy to deduce from this classification that some pitfalls should belong to different classes associated to different dimensions (e.g. the fact that two inverse relations are not stated as inverse is both a "no inference" (NI) pitfall and an "ontology understanding" (OU) pitfall). Another attempt [24] proposed a classification of the 24 identified pitfalls in the three error classes (inconsistency, incompleteness and redundancy) given by Gomez-Perez et al. [14]. But, these classes are concerned by the ontology structure and content, and consequently four pitfalls associated with the ontology context do not fit with this classification.

In order to highlight the links between the different classifications, Poveda et al. tried to define a mapping between the classification in 7 classes deduced from the dimensions defined by Gangemi et al. [11] and the 3 error classes proposed by Gomez-Perez et al. [14]. However, this task turned out to be very complex, and only four pitfall classes exactly fit with one of the error classes. For the other, there is overlapping or no possible fitting.

3 The framework

The state of the art briefly presented in the previous section shows that the terminology used for describing the different problems impacting on the quality of ontologies is not yet standardized and that existing classifications do not cover the whole diversity of problems described in the literature.

In this section we present a framework providing standardized definitions for quality problems of ontologies and leading to a new classification of these problems. The framework comprises two distinct and orthogonal dimensions: errors vs. unsuitable situations (first dimension) and logical facet vs. social facet of problems (second dimension).

Unsuitable situations identify problems which do not prevent the usage of an ontology (within specific targeted domain and applications). On the contrary, errors identify problems preventing the usage of an ontology.

It is well known that one ontology has two distinct facets: an ontology can be processed by machines (according to its logical specification) and can be used by humans (including an implicit reference to a social sharing).

The remainder of the section is organized alongside the second dimension (i.e. logic vs. social facet) and within each facet, errors and unsuitable situations are defined. The framework is based on "natural" analogies between respectively social and logical errors and social and logical unsuitable situations.

3.1 Problem classification

3.1.1 Logical ground problems

The logical ground problems can be formally defined by considering notions defined by Guarino et al. [16]: e.g. Interpretation (extensional first order structure), Intended Model, Language, Ontology and the two usual relations ⊨, ⊩ provided in any logical language. The relation ⊨ is used to express both that one interpretation I is a
model of a logical theory $T$, written as $I \models T$ (i.e. all the formulas in $T$ are true in $I$), written for each formula $\varphi \in T$, $I \models \varphi$), and also for expressing the logical consequence (i.e. that any model of a logical theory $T$ is also a model of a formula, written as $T \models \varphi$). The relation $\models$ is used to express the logical calculus i.e. the set of rules used to prove a theorem (i.e. any formula $\varphi$ starting from a theory $T$, written as $T \models \varphi$).

Examples and formalizations hereinafter are provided by using a typical Description Logics notation (but easily transformable in first order or other logics).

The usual logical ground errors are listed below.

1. Logical inconsistency corresponding to ontologies containing logical contradictions for which a model does not exist (because the set of intended models is never empty, an ontology without models does not make sense anyway; formally, given an ontology $O$ and the logical consequence relation $\models$ according to the logical language $L$ used for building $O$, there is no interpretation $I$ of $O$ such that $I \models O$). For example, if an ontology contains the following axioms $A \subseteq B$ (is a $A$), $A \cap B \subseteq \top$ (and $A$ and $B$ are disjoint), $c \in B$ (is instance of $B$), then $c \in A$ and $c \subseteq A \cap B$, so there is a logical contradiction in the definition of this ontology;

2. Unadapted ontologies wrt to intended models\(^5\) i.e. an ontology for which something that is false in all (some of the) intended models of $L$ is true in the ontology; formally, there exists a formula $\varphi$ such that for each (for some) intended model(s) of $L$, $\varphi$ is false and $O \models \varphi$. For example, if we have in the ontology two concepts $A$ and $B$ that are declared as disjoint ($O \models A \cap B \subseteq \bot$) and in each intended model there exists an instance $c$ that is common between $A$ and $B$ (i.e. $c \subseteq A \cap B$), then the ontology is unadapted;

3. Incomplete ontologies wrt to intended models i.e. an ontology for which something that is true in all the intended models of $L$, is not necessarily true in all the models of $O$; formally, there exists a formula $\varphi$ such that for each intended model of $L$, $\varphi$ is true and $O \not\models \varphi$. As an example, if in all the intended models $C \cup B = A$, and the ontology $O$ defines $B \subseteq A$ and $C \subseteq A$, it is not possible to prove that $C \cup B = A$;

4. Incorrect (or unsound) reasoning wrt the logical consequence i.e. when some specific conclusions are derived by using suitable reasoning systems for targeted ontology applications even if these conclusions are not true in the intended models and must not be derived by any reasoning according to the targeted ontology applications (formally, when a specific formula $\varphi$, false in the intended models $O \not\models \varphi$, can be derived $O \models \varphi$ within any of those suitable reasoning systems);

5. Incomplete reasoning wrt the logical consequence i.e. when some specific conclusions cannot be derived by using suitable reasoning systems for targeted ontology applications even if these conclusions are true in intended models and must be derived by some reasoning according to the targeted ontology applications (formally, for some specific formula $\varphi$, true in the intended models $O \models \varphi$, cannot be derived $O \not\models \varphi$ within those suitable reasoning systems);

The most common logical ground unsuitable situations are listed below. These situations impact negatively on the “non-functional qualities” of ontologies such as reusability, maintainability, efficiency as defined in the ISO 9126 standard for software quality.

6. Logical equivalence of distinct artifacts (concepts / relationships / instances) i.e. whenever two distinct artifacts are proved to be logically equivalent; for example, $A$ and $B$ are two concepts in $O$ and $O \models A = B$;

7. Symmetrically, logically indistinguishable artifacts i.e. whenever it is not possible to prove that two distinct artifacts are not equivalent from a logical point of view; in other words, if not possible to prove anyone of the following statements: $(O \models A = B)$, $(O \not\models A \cap B \subseteq \bot)$ and $(O \not\models c \subseteq A$ and $O \not\models c \subseteq B$; this case (7) can be partially covered in the case (3) above whenever intended models provide precise information on the equivalence or the difference between $A$ and $B$;

8. OR artifacts i.e. an artifact $A$ equivalent to a disjunction like $C \cup S$, $A \neq C$, $S$ but for which, if applicable, it does not exist at least a common (non optional) role / property for $C$ and $S$ or because $C$ and $S$ have common instances; in the first case, a simple formalization can be expressed by saying that it does not exist a (non optional) role $R$ such that $O \models (C \cup S) \subseteq \exists R.T$; in the second case, an even simpler formalization is $O \models c \subseteq C$ and $O \models c \subseteq S$, being $c$ one constant not part of $O$; the first case targets potentially heterogeneous artifacts such as $Car \cup Person$, with probably no counterpart in the intended models, thus possibly leading to unadapted ontologies according to case (2) above; the second case targets potential ambiguities as, for instance, one role (property) $R$ logically equivalent to a disjunction ($R_1 \cup R_3$) being ($R_3 \cap R_2$) satisfiable;

9. AND artifacts i.e. one artifact $A$ equivalent to a conjunction like $C \cap S$, $A \neq C$, $S$ but for which, if applicable, it does not exist at least a common (non optional) role / property for $C$ and $S$; this case is relevant to limit as much as possible some potentially heterogeneous artifacts such as $Car \cap Person$, possibly leading to artifact unsatisfiability;

10. While some case of unsatisfiability of ontology artifacts (concepts, roles, properties etc.) can be covered by (2) because intended models may not contain void concepts, unsatisfiability tout-court is not necessarily an error but a situation which is not suitable for ontology artifacts (i.e. given an ontology artifact $A$, $O \models A \subseteq \bot$); even if in ontologies it might be possible to define what must not be true (instead of what must be true), this practice is not encouraged;

11. High complexity of the reasoning task i.e. whenever something is expressed in a way that complicates the reasoning, while there exist more simple ways to express the same thing;

12. Ontology not minimal i.e. whenever the ontology contains unnecessary information:

   - Unnecessary because it can be derived or built\(^7\). An example of such unsuitable situation is the redundancy of taxonomic relations such as whenever $A \subseteq B$, $B \subseteq C$, and $A \subseteq C$ are all ontology axioms, the last axiom can be derived from the first two ones;

\(^5\) We use the term “unadapted” instead of “incorrect” ontologies because it remains unclear if intended models are defined for building the ontology or may also be defined independently. However, if intended models are defined for building the ontology, the term “incorrect” may be more appropriate.

\(^6\) Intended models should have been defined fully and independently as in the case of models representing abstract structures or concepts such as numbers, processes, events, time and other “upper concepts”, often defined according to their own properties. If intended models are not available, some specific entailments can be defined as facts that should necessarily be true in the targeted domain (or for targeted applications); specific counterexamples can also be defined instead of building entire intended models.

\(^7\) Built means that the artifact can be defined by using other artifacts.
Unnecessary because it is not part of the intended models. For instance, a concept \( A \) being part of the ontology (language) but not defined by intended models.

### 3.1.2 Social ground problems

Social ground problems are related to the **perception (interpretation)** and the **targeted usage** of ontologies by social actors (humans, applications based on social artifacts like WordNet, etc.). Perception (interpretation) and usage may not be formalized at all. In some sense, a further distinction between social facet and logical facet is as the distinction between respectively tacit and explicit knowledge.

There are four **social ground errors**:

1. **Social contradiction** i.e. the perception (interpretation) that the social actor gives to the ontology or to the ontology artifacts is in contradiction with the ontology axioms and their consequences; a natural analogy is with unadapted ontologies;
2. **Perception of design errors** i.e. the social actor perception accounts for some design errors such as modeling instances as concepts; a natural analogy is with unadapted ontologies;
3. **Socially meaningless** i.e. the social actor is unable to give any interpretation to the ontology or to ontology artifacts as in the case of artificial labels such as “XYHG45”; a natural analogy is with unadapted ontologies;
4. **Social incompleteness** i.e. the social actor perception is that one or several artifacts (axioms and/or their consequences) are missing in the ontology; a natural analogy is with incomplete ontologies;

The **social ground unsuitable situations** are mostly related to the difficulties that a social actor has to overcome for using the ontology especially due to limited understandability, learnability and compliance (as defined in ISO 9126). As for the logical ground unsuitable situations, it is difficult to dress an exhaustive list; the most common and important are listed below.

5. **Lack of or poor textual explanations** i.e. when there are few, no or poor annotations; prevents understanding by social actors; there are no natural analogies;
6. **Potentially equivalent artifacts** i.e. the social actors may identify as equivalent (similar) distinct artifacts as in the case of artifacts with synonymous or exactly the same labels assigned to distinct artifacts; a natural analogy is with logically equivalent artifacts;
7. **Socially indistinguishable artifacts** i.e. the social actors would not be able to distinguish two distinct artifacts as, for instance, in the case of artifacts with polysemic labels assigned to distinct artifacts; a natural analogy is with logically indistinguishable artifacts;
8. **Artifacts with polysemic labels** may be interpreted as union or intersection of their several rather distinct meanings associated to labels; a natural analogy is therefore with OR and AND artifacts;
9. **Flatness of the ontology** (or non modularity), i.e. ontology presented as a set of artifacts without any additional structure, especially if coupled with a important number of artifacts; a natural analogy is with high complexity of the reasoning task but also preventing effective learning and understanding by social actors;
10. **Non-standard formalization of the ontology**, using a very specific logics or theory, requires a specific effort by social actors for understanding and learning the ontology but also to use the ontology in standard contexts (reduced compliance); there are no natural analogies;

11. **Lack of adapted and certified versions of the ontology in various languages** requires specific efforts by social actors for understanding and learning the ontology but also to use the ontology in specific standard contexts (limited compliance); there are no natural analogies;
12. **Socially useless artifacts** included in the ontology; a natural analogy is with ontology not minimal.

### 3.2 Positioning state of the art relevant problem classes in to the proposed framework

The precise definitions of the proposed framework allow us to classify most of the ontology quality problems described in literature. Table 1 presents our classification of the different problems mentioned in Section 2. Some of the problems described in literature may correspond to more than one class of problems from our framework, as the definitions of these problems are often very large and sometimes ambiguous.

Table 1 reveals, at a first view, that the proposed framework provides additional problems that are not directly pointed out, to our knowledge, in the current literature about ontology quality and evaluation (but may be mentioned elsewhere). These problems are *No adapted and certified ontology version, Indistinguishable artifacts, Socially meaningless, High complexity of the reasoning task and Incorrect reasoning*. However, while covered, other problems are, in our opinion, too much narrowly defined in existing literature about ontology quality and evaluation. For instance, *No standard formalization* is specific to very simple situations while we refer to complete non standard theories.

A deeper analysis of Table 1 reveals that the "logical anti-patterns" presented in [7, 25] belong to the logical ground categorie and are focusing on unadapted ontologies error and unsatisfiability unsuitable situation. The "non-logical anti patterns" presented in [7, 25] partially cover the logical ground unsuitable situations. The "guidelines" presented in [7, 25] span only over unsuitable situations from both logical and social ground categorie.

What is qualified as "inconsistency" in [14] span over errors and unsuitable situations and also (as in the case of "semantic inconsistency") over the two dimensions (logical and social), making, in our opinion, the terminology a little bit confusing. According to our framework, we perceive "circularity in taxonomies", as defined in [14], as an unsuitable situation (logical equivalence of distinct artifacts) because, from a logical point of view, this only means that artifacts are equivalent (not requiring a fixpoint semantics). However, "circularity in taxonomies" can be seen also within a social contradiction if actors assign distinct meanings to the various involved artifacts. The problems presented as "incompleteness errors" in [13] belong to the incomplete ontologies class of logical errors. The "redundancy errors" fits, in our classification, within the ontology not minimal class of logical unsuitable situations.

None of the "design anomalies" presented in [2] is perceived as a logical error. Two of them correspond to a logical unsuitable situation (logically indistinguishable artifacts), one to a social error (perception of design errors) and the last one to a social unsuitable situation (no standard formalization).

Concerning "pitfalls" [24], the most remarkable fact concerns what we call *incomplete reasoning*. Indeed, introducing ad-hoc relations such as is-a, instance_of, etc., replacing the "standard" relations such as subsumption, member_of, etc., should not be considered as a case of incomplete reasoning but as a case of incomplete reasoning. This is because accepting a specific ontological commit-
<table>
<thead>
<tr>
<th>Framework</th>
<th>State of the art problems</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Errors</strong></td>
<td></td>
</tr>
<tr>
<td>1 Logical inconsistency</td>
<td>inconsistency error: &quot;partition errors - common instances in disjoint decomposition&quot;</td>
</tr>
</tbody>
</table>
| 2 Unadapted ontologies | inconsistency errors: "partition errors - common classes in disjoint decomposition", "semantic inconsistency"
| | pitfalls: P5 (wrong inverse relationship, WI), P14 (missing "allValuesFrom", MD), P15 (missing "not some"/"some not"), WI, P18 (specifying too much the domain / range, WI), P19 (swapping $\cap$ and $\cup$, WI) |
| 3 Incomplete ontologies | inconsistency errors: "incomplete concept classification", "disjoint / exhaustive knowledge omission"
| | pitfalls: P3 ("is a" instead of "subclass-of", MD), P9 (missing basic information, RC & RWM), P10 (missing disjointness, RWM), P11 (missing domain / range in prop., NI & OU), P12 (missing equiv. prop., NI & OU), P13 (missing inv. rel., NI & OU), P16 (missing primitive and defined classes, NI) |
| 4 Incorrect reasoning |                           |
| 5 Incomplete reasoning | pitfalls: P3 (using "is a" instead of "subclass-of", MD), P24 - using recursive def., MD |
| **Logical** |                           |
| **ground** |                           |
| 6 Logical equivalence of distinct artifacts | inconsistency error: "circularity"
| | pitfalls: P6 (cycles in the hierarchy, WI)
| | non logical anti-pattern: "SynonymeOfEquivalence"
| 7 Logically indistinguishable artifacts | pitfalls: P4 (unconnected ontology elements, RC)
| | design anomalies: "lazy concepts" and "chains of inheritance"
| 8 OR artifacts | pitfalls: P7 (merging concepts to form a class, MD & OU) |
| 9 AND artifacts | pitfalls: P7 (merging concepts to form a class, MD & OU) |
| 10 Unsatisfiability | inconsistency error: "partition errors - common classes in disjoint decomposition"
| **Unsuitable situations** |                           |
| 11 High complexity of the reasoning task | redundancy error: "redundancy of taxonomic relations"
| | pitfalls: P3 (using "is a" instead of "subclass-of", MD), P7 (merging concepts to form a class, MD & OU), P21 (miscellaneous class, MD)
| | non logical anti-pattern: "SomeMeansAtLeastOne"
| | guidelines: "Domain&CardinalityConstraints", "MinIsZero" |
| 12 Ontology not minimal | inconsistency error: "semantic inconsistency"
| | logical anti-pattern: "AndIsOR"
| | pitfalls: P5 (polysemic elements, MD), P5 (wrong inv. rel., WI), P14 (missing "allValuesFrom"), MD, P15 (missing "not some"/"some not"), WI, P19 (swapping $\cap$ and $\cup$, WI) |
| **Errors** |                           |
| 1 Social contradiction | inconsistency error: "semantic inconsistency"
| | logical anti-pattern: "AndIsOR"
| | pitfalls: P5 (polysemic elements, MD), P5 (wrong inv. rel., WI), P14 (missing "allValuesFrom", MD), P15 (missing "not some"/"some not"), WI, P19 (swapping $\cap$ and $\cup$, WI) |
| 2 Perception of design errors | pitfalls: P17 (specializing too much the hierarchy, MD), P18 (specifying too much the domain / range, WI), P23 (using incorrectly ontology elements, MD)
| | non logical anti-pattern: "SumOfSome"
| | design anomaly: "lonely disjoints" |
| 3 Socially meaningless | pitfalls: P12 (missing equiv. prop., NI & OU), P13 (missing inv. rel., NI & OU), P16 (missing primitive and defined classes, NI) |
| 4 Social incompleteness | pitfalls: P8 (missing annotation, OC & OU) |
| 5 Lack/poor textual explanations | pitfalls: P2 (synonym as classes, MD & OU) |
| 6 Potentially equiv. artifacts | pitfalls: P2 (synonym as classes, MD & OU) |
| **Social** |                           |
| **ground** |                           |
| 7 Indistinguishable artifacts | pitfalls: P1 (polysemic elements, MD & OU) |
| **Unsuitable situations** |                           |
| 8 Flatness of the ontology | pitfalls: P20 (swapping label and comment, OU), P22 (using different naming criteria in the ontology, OC)
| | guidelines: "GroupAxioms", "DisjointnessOfComplement" and "Domain&CardinalityConstraints"
| | design anomaly: "property clumps" |
| 9 No standard formalization | pitfalls: P21 (using a miscellaneous class, MD & OU) |
| 10 No adapted and certified ontology version |                           |
| 11 Useless artifacts |                           |
ment for building intended models, *ad-hoc* relations can be defined in the same way as standard relations. However, using standard reasoning it is expected (and even proved once fixing the logics) that reasoning algorithms are incomplete. However, adding artifacts may also solve some incompleteness and may also be useful for speeding up reasoning.

Only one of the seven classes of "pitfalls" [24] perfectly fits in one class of our typology: the "real world modeling" pitfalls belong to the *incomplete ontologies* logical errors. All the "ontology clarity" pitfalls are social unsuitable situations. All the "requirement completeness" pitfalls are logical problems. The "no inference" pitfalls are logical or social *incomplete ontologies* errors. Most (6/9 and 4/5) of the "modeling decisions" and "wrong inference" pitfalls are considered as errors. The class of "ontology understanding" pitfalls spans over 10 classes of problems, covering logical and social errors and unsuitable situations.

Most (16/20) of the pitfalls concerning the "structural dimension" of the ontology [11] are perceived as errors. All (2/2) the pitfalls concerning the "functional dimension" of the ontology are logical problems.

**4 Problems that affect the quality of automatically built ontologies**

Although the proposed framework is general, we are especially concerned by ontologies automatically built from textual resources. We therefore aim at pointing the problems that are expected in automatically constructed ontologies (i.e. there is evidence of their presence or they will appear in future enrichments\(^8\) of the ontology). We are also interested by the opposite case, i.e. if there are unexpected problems in automatically constructed ontologies: it should be noted that unexpected problems are problems that even if the ontology may suffer of them, there is no evidence of their presence/absence for the ontology as it is (however, these problems may appear in future enrichments of the ontology). Our analysis is performed in two steps. In the first step (Section 4.1), we point out expected/unexpected problems due to inherent limitations of the tools for automatic ontology construction. In the second step (Section 4.2), we assess the results obtained in the first step by discussing our experience with the tool Text2Onto.

**4.1 Expected and unexpected problems in an automatically built ontology**

In a previous work [12] we have deeply studied four approaches (and associated tools) for the automatic construction of ontologies form texts and we compared them with a classical methodology for manual ontology construction (Methontology). This analysis highlighted that none of the automated approaches (and associated tools) covers all the tasks and subtasks associated to each step of the classical manual method. The ignored tasks/subtasks are:

1. The explicit formation of artifacts (concepts, instances and relationships) from terms\(^9\); usually, the automatic tools consider that each term represents a distinct artifact: they do not group synonymous terms and do not choose a single sense for polysemic terms
2. The identification of axioms (e.g. the disjunction axioms)
3. The identification of attributes for concepts
4. The identification of natural language definitions for concepts

\(^8\) Enrichment should be understood as adding artifacts to the existing ones.

\(^9\) A term corresponds to one or several words found in one text.
4.2 Experience with Text2Onto

4.2.1 The experimental setup

During the last two years we were implied in a project called ISTA3 that proposed an ontology based solution for problems related to the integration of heterogeneous sources of information. The application domain was the management of the production of composite components for the aerospace industry. In this context, we tried to simplify the process of deploying the interoperability solution in new domains by using automatic solution for constructing the required ontologies.

The analysis presented in [12] conducted us to choose Text2Onto [6] for the automatic construction of our ontologies. Text2Onto takes as input textual resources from which it extracts different ontological artifacts (concepts, instances, taxonomic relationships, etc.) that are structured together to construct an ontology. Text2Onto performances for extracting concepts and taxonomical relationships are better than its performances for extracting other types of ontological artifacts; consequently, in our tests we used Text2Onto for constructing ontologies containing concepts and taxonomical relationships only.

The textual resource used in the experiment presented in this paper is a technical glossary composed of 376 definitions of the most important terms of the domain of composite materials and how are they used for manufacturing pieces. The glossary contains 9500 words. For constructing the ontology we resort to the standard configuration for the different parameters of Text2Onto: all the proposed algorithms for concepts (and respectively for taxonomic relations) extractions have been used and their results have been combined with the default strategy.

The constructed ontology is an automatically built domain ontology that contains 965 concepts and 408 taxonomic relationships. Some of the central concepts of this ontology are: “technique”, “step”, “compound”, “fiber”, “resin”, “polymerization”, “laminate”, “substrance”, “form”.

4.2.2 Identified problems

Table 3 summarizes which types of problems have been identified in the automatically constructed ontology in our experience with Text2Onto. It also indicates, when possible, how many problems have been identified. Most of problems are relatively easy to identify and to quantify (e.g. the number of cycles in the taxonomical structure), but there are exceptions (e.g. the number of concepts or taxonomic relationships that are missing from the ontology).

4.2.3 Discussion

No intended model or case scenario was available when the expert analyzed the automatically constructed ontology. Consequently, it was able only to make a supposition concerning the logical completeness of the ontology and no logical error (unadapted ontology, incomplete or incorrect reasoning) was identified.

Few logical unsuitable situations are identified, but it is remarkable that they were identified automatically.

Unsurprisingly, most of the identified problems are social problems.

Table 3. Types of problems identified in the automatically constructed ontology.

<table>
<thead>
<tr>
<th>Types of problems</th>
<th>Identified (Yes/No) and How</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Logical inconsistency</td>
<td>No</td>
</tr>
<tr>
<td>2. Unadapted ontologies</td>
<td>No</td>
</tr>
<tr>
<td>3. Incomplete ontologies</td>
<td>Yes: Some relationships are missing to connect the 389 lazy concepts; some of them are explicitly indicated in the textual corpus</td>
</tr>
<tr>
<td>4. Incorrect reasoning</td>
<td>No</td>
</tr>
<tr>
<td>5. Incomplete reasoning</td>
<td>No</td>
</tr>
<tr>
<td>6. Logical equivalence of distinct artifacts</td>
<td>Yes: 3 cycles in the hierarchy; (automatically detected by reasoners)</td>
</tr>
<tr>
<td>7. Logically indistinguishable artifacts</td>
<td>Yes: *389 lazy concepts (automatically identified by an ad-hoc algorithm) *73 groups of “leaf” concepts; each group is composed of concepts that are indistinguishable; (automatically identified by an ad-hoc algorithm)</td>
</tr>
<tr>
<td>8. OR artifacts</td>
<td>No</td>
</tr>
<tr>
<td>9. AND artifacts</td>
<td>No</td>
</tr>
<tr>
<td>10. Unsatisfiability</td>
<td>No</td>
</tr>
<tr>
<td>11. High complexity of the reasoning task</td>
<td>No</td>
</tr>
<tr>
<td>12. Ontology not minimal</td>
<td>Yes: one taxonomical relationship can be deduced from two taxonomical relationships already present in the ontology (automatically identified by an ad-hoc algorithm)</td>
</tr>
<tr>
<td>1. Social contradiction</td>
<td>Yes: 15 taxonomic relationships are juggled semantically inconsistent by the expert</td>
</tr>
<tr>
<td>2. Perception of design errors</td>
<td>Yes: 5 concepts that are interpreted as instances by the expert (units of measure and proper names)</td>
</tr>
<tr>
<td>3. Social meaningless</td>
<td>Yes: 21 concepts that have meaningless labels, for the expert</td>
</tr>
<tr>
<td>4. Social incompleteness</td>
<td>Yes</td>
</tr>
<tr>
<td>5. Lack of or poor textual explanations</td>
<td>Yes: no annotation associated to the ontology or to its artifacts</td>
</tr>
<tr>
<td>6. Potentially equivalent artifacts</td>
<td>Yes: 6 pairs of concepts have synonym labels, for the expert</td>
</tr>
<tr>
<td>7. Indistinguishable artifacts</td>
<td>No</td>
</tr>
<tr>
<td>8. Artifacts with polysemic labels</td>
<td>Yes: 69 concepts with polysemic labels, for the expert</td>
</tr>
<tr>
<td>9. Flatness of the ontology</td>
<td>Yes: 389 lazy concepts lead to a poorly structured ontology</td>
</tr>
<tr>
<td>10. No standard formalization</td>
<td>No</td>
</tr>
<tr>
<td>11. No adapted and certified ontology version</td>
<td>No</td>
</tr>
<tr>
<td>12. Useless artifacts</td>
<td>Yes: 28 concepts are not necessary (3 are too generic; 25 are out of the domain)</td>
</tr>
</tbody>
</table>
The analysis in Section 4.1 suggest that most of the problems that are expected in the automatically constructed ontologies are due to the fact that the automatic tool do not take into account the synonymy and the polysemic terms when constructing concepts. However, even if Text2Onto, as configured for our test, do not group synonym terms when forming concepts, and allows polysemic terms to be labels for concepts, our test-case reveals that only two types of problems (socially indistinguishable artifacts and artifacts with polysemic labels) may be imputed to this limitation.

Most of the identified problems are related to the fact that the automatically constructed ontology seems to be incomplete.

5 Conclusion

In this paper, we have introduced a framework providing standardized definitions for different errors that have some impact on the quality of the ontologies. This framework aims at both unifying various error descriptions presented in the recent literature and completing them. It also leads to a new error classification that removes ambiguities of the previous ones. During ontology evaluation this framework may be used as a support for verifying in a systematic way if the ontology contains errors or unsuitable situations.

In the second part of the paper we focused on the quality of automatically built ontologies and we present experimental results of our analysis on an ontology automatically built by Text2Onto. The results show that a large part of the identified errors are linked to the ontology incompleteness. Moreover, it confirms that the identification of logical errors other than inconsistency requires intended models (or at least a set of positive and negative examples) and use case scenarios.

Due to the increasing complexity of the software, the identification of the origin of each error in the ontology building process remains an open question. And a further works consists in associating the identified errors with the different tasks of an ontology construction (e.g. the Methontology tasks [10]). This work could help to improve the quality results of the software by a retro-engineering process and/or to design assistant to detect and to solve major errors.
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KnowWE – A Wiki for Knowledge Base Development

Joachim Baumeister\textsuperscript{1}, Jochen Reutelshoefer\textsuperscript{1}, Volker Belli\textsuperscript{1}, Albrecht Striffler\textsuperscript{1}, Reinhard Hatko\textsuperscript{2} and Markus Friedrich\textsuperscript{1}

Abstract. The development of knowledge systems has been driven by changing approaches, starting with special purpose languages in the 1960s that evolved later to dedicated editors and environments. Nowadays, tools for the collaborative creation and maintenance of knowledge became attractive. Such tools allow for the work on knowledge even for distributed panels of experts and for knowledge at different formalization levels. The paper (tool presentation) introduces the semantic wiki KnowWE, a collaborative platform for the acquisition and use of different types of knowledge, ranging from semantically annotated text to strong problem-solving knowledge. We also report on some current use cases of KnowWE.

1 Introduction

The utility of decision-support systems proved in numerous examples over the past years. The actual progression of knowledge-based systems goes back to the early years of expert systems. Starting with dedicated AI languages, such as LISP [22] and Prolog [15], task-driven tools have been developed to construct intelligent systems more efficiently, e.g., see [6, 7]. Recently, a number of development tools promoted the creation of knowledge on different formalization levels. That way, explicit process knowledge (e.g., rules, decision trees, fault models) can be linked with ontological relations or even text and multimedia content. Semantic wikis [21] are a prominent example for supporting such a knowledge formalization continuum [3], e.g., see the systems Semantic MediaWiki [14], PIWiki [16], and MoKi [8].

In this paper, we introduce the semantic wiki KnowWE that emphasizes the development of strong problem-solving knowledge within the knowledge formalization continuum. The system is the latest successor of a 30-years list of ancestors of diagnostic expert shell kits. Starting with the system MED1 [19] and MED2 [17] (initially implemented in INTERLISP, then ported to FRANZLISP) the knowledge engineers needed to use an internal knowledge representation syntax to build the knowledge bases. The successor D3 [18]—an implementation in Allegro Common Lisp—offered a graphical user interface based on forms, tables, and trees to simplify the knowledge acquisition and to enable domain specialists to define the knowledge by themselves. The full reimplementations d3web (started in 2000 and implemented in Java) brought multi-user and multi-session capabilities to the reasoning engines and also offered a web-based user interface for developed knowledge bases for the first time. As well, the knowledge modeling environment KnowME (Knowledge Modeling Environment) was implemented in Java and copied the graphical editors of the shell-kit D3, but also added sophisticated tools for testing and refactoring the developed knowledge bases [5].

However, all aforementioned systems only support the work of one knowledge engineer at the same time, thus hindering a collaborative and distributed development process with many participants. Furthermore, the graphical editors restricted the structuring possibilities of the knowledge bases by the system-defined structure and expressiveness. In consequence, the engineers often needed to fit their knowledge structure into the possibilities of the tool. More importantly, the mix of different formalization levels was not possible, e.g., by relating ontological knowledge with solutions of a decision tree.

As the successor of KnowME the system KnowWE (Knowledge Wiki Environment) [4] offered a web-based wiki front-end for the knowledge acquisition and supported the collaborative engineering of knowledge at different formalization levels. Strong problem-solving knowledge is mixed with corresponding text and multimedia in a natural manner. The knowledge base can be flexibly structured by distributing the particular knowledge modules over a collection of linked wiki articles, each covering a particular aspect of the domain.

In the following sections, we describe notable features and developments of the system KnowWE and we briefly discuss some current applications.

2 Applications and Usage of KnowWE

In this section, we first sketch the typical application domains of KnowWE and then we describe typical practices for knowledge development with the system.

2.1 Application Domains

Historically, the typical use of the system was the development of diagnostic knowledge bases, since this problem category was the core domain of d3web and its predecessors. Nowadays, KnowWE is still used to develop decision-support systems for diagnosis, classification, or recommendation tasks. As KnowWE can be also used for ontology engineering and clinical guideline engineering, however, the application areas are broadened today. For example, we see applications for the definition of clinical guidelines [9], the configuration of HCI devices [13], and the ontological formalization of ancient history [20].

In summary, almost all applications combine formal knowledge with informal content of the wiki, thus improving the development and the use of the knowledge system. In the following section we describe basic practices for developing knowledge bases with KnowWE.
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2.2 Practices for Knowledge Development

Distribution of Knowledge  In form-based tools the knowledge is typically entered in predefined editor fields. That way, the knowledge engineer is bound to the given organization strategy of the particular tool. In a semantic wiki the engineer is free to partition and distribute the knowledge across the wiki articles. Thus, specific articles can be created to define the particular aspects of the knowledge base. In many cases, this freedom is a significant advantage when compared to form-based tools, since the distribution strategy can be adapted to the current project requirements and the characteristics of the knowledge base. However, in any way the knowledge engineer has the burden to formulate a distribution strategy for the knowledge in the wiki before starting with the knowledge engineering task.

In the past, a number of useful distribution patterns have been identified. It is important to notice that the patterns can/should be modified according to the project requirements, and that they can be combined with other patterns.

- Solution-oriented distribution: For each possible system output (or coherent group of outputs), an article is created in the wiki. The article contains the definitions of the output and formal knowledge to derive this particular output. For larger systems, sub-articles can be defined that are linked from the main article.
- Problem area-oriented distribution: For each problem area (coherent and named groups of inputs to the system), an article is created in the wiki. Each article contains the definitions of the problem area (e.g., symptoms concerning the problem area) and links to articles, where derivation knowledge is defined relevant to the particular problem areas.
- Concept-oriented distribution: For each concept of the application domain an article is created. Attributes and relations of this concept are also defined on this article. Also links to related concepts are included.

Namespaces and Compilation of Knowledge  In the past, tools only allowed the creation of one knowledge base at the same time. Current environments enable the development of a collection of knowledge bases within one workspace. Here, coherent parts of knowledge need to be clustered and labeled by namespaces. For smaller knowledge bases, namespaces are often used to tag the knowledge relevant for this knowledge base.

A dedicated article is used as a sink for the definition of a knowledge base, i.e., to collect the knowledge packages for the specified namespaces. That way, a wiki can be used to create different variants of a knowledge base, i.e., by having an article compiling all knowledge labeled with namespaces n1, and by having another article compiling all knowledge labeled with namespaces n1 and n2. The namespaces and corresponding compilation of knowledge is depicted in Figure 1.

As a historical remark, the current mechanism of namespaces and their compilation is different from the original ideas of KnowWE described in [4]: Back then, every article was compiled into a single knowledge base and therefore had to include all relevant concepts and derivations. In a distributed problem-solving process the different wiki articles and knowledge bases, respectively, communicated with each other exchanging input and output concepts. The outputs of the problem-solving process were displayed to the user in an aggregated view. The concept of distributed problem-solving uncovered two critical issues in real-world knowledge base development: First, the reasoning process was not intuitive for domain specialists who were usually not familiar with distributed reasoning algorithms. To help the users, very sophisticated explanations for derived solutions needed to be presented in order to allow for effective debugging when problems appeared. Second, the wiki often was used only as the development environment of the knowledge base. The target platform of the knowledge system typically differed from the wiki system, so the knowledge base needed to be joined and exported from the wiki into a single knowledge base to be applicable for the later use. In consequence, the exported knowledge base needed further quality management, since the reasoning results of the distributed reasoning may differed from the reasoning results of the monolithic knowledge base. Therefore, the test and development of a monolithic knowledge base (the setting of the target platform) within the wiki appeared to be more efficient for developers.

Endpoints for Testing the Knowledge  During knowledge base development it is important to have powerful interfaces to test the current state of the knowledge base. In KnowWE, we offer a dialog interface for testing strong problem-solving knowledge, i.e., by presenting a form to enter values for input concepts. Derived solutions are presented in a configurable output panel. The test dialog and output panel can be placed in an arbitrary wiki article in order to give the user the required flexibility to test the knowledge base where it is currently developed.

For ontology engineering we offer a markup to formulate SPARQL [24] queries for RDF ontologies [23]. For OWL ontologies we are able to formulate specific class expression queries in Manchester OWL syntax [12].

Simple Support for Authoring Administration  Within a collaborative development process not all involved engineers are working on the knowledge base at the same time. Moreover, the engineers are often not located at the same place. Therefore, the tool needs to offer support for administrative authoring tasks. Typical examples are as follows:

- Label unfinished areas of the knowledge base, i.e., todo tasks.
3 Notable Features

KnowWE is a development environment that supports the knowledge engineer on all aspects of the development process, such as authoring assistance, error handling, refactoring, manual testing, and quality management. In this section we present a selection of the most relevant features of KnowWE.

3.1 Knowledge Acquisition

In KnowWE, knowledge is formalized by using (knowledge) markup languages. A markup language is a formal syntax provided with an internal mapping to the target knowledge representation which is performed instantly after page save by a compilation script. The markup languages can be used at any place in the wiki articles to create elements of the knowledge base allowing for interweaving formal and informal knowledge. Figure 2 shows an article taken from an exemplary car fault diagnosis wiki describing the concept Clogged air filter. The article contains informal content such as plain text and images (e.g., in the top half of the article) as well as formalized knowledge (rules at the bottom part of the article). KnowWE provides markups for creating knowledge bases in the d3web\(^3\) format and for creating ontologies in OWL. For the d3web reasoner, markups for decision trees, set-covering models, decision tables, and rules are provided as introduced in [2]. Additionally, executable flowcharts can be designed in the DiaFlux language by using a graphical editor available the wiki [10]. For the development of ontologies KnowWE provides markups based on well-known languages such as the Manchester Syntax for OWL [12] and the Turtle Syntax for RDF\(^4\).

3.2 Authoring Support

In addition to the basic wiki editing interface, KnowWE provides different kinds of editing support. The system provides instant edit functionality that allows to edit a section, i.e. a coherent part of an article, within the view of the wiki page as shown in Figure 3.

Typically, the editing of tables is difficult when using the standard text markup for tables. Therefore, KnowWE provides instant editing capabilities for tables in a WYSIWYG style allowing each cell to be edited by one click as shown in Figure 5. The table content is stored within the wiki page source in standard wiki markup.

```plaintext
IF (Engine start = does not start OR Engine start = engine barely starts)
THEN Flat battery = P5

IF Engine start = engine starts
THEN Flat battery = N5
```

Additionally, a code completion mechanism supports the user to create markup sections in the text editing panel.

Often, it becomes necessary to obtain an overview of the occurrences and uses of a particular domain concept. Figure 4 shows an overview page for the concept Leaking air intake system, that is dynamically generated when requested by clicking on the concept name in the wiki. Besides the pure information about the concept, also small refactoring capabilities are available: At the top, a renaming tool is presented that allows the wiki-wide renaming of the concept, thus ensuring a working and consistent knowledge base. In the bottom part of the info page, the user can see an overview of the wiki articles, where the concept is used (links yield to the particular occurrences in the wiki).

3.3 Testing

As a modern knowledge engineering environment, KnowWE supports an agile knowledge engineering approach. Here, knowledge bases are developed in an evolutionary manner, always maintaining an executable and correct version at a certain level of competency. In this context, (automated) testing is very important to ensure successful evolutionary development cycles. Test cases are either developed manually by defining expected solutions for a given set of inputs or are imported from external testing suites. We adopted the continuous integration practice known from software engineering into the knowledge engineering tool KnowWE. A continuous integration dashboard in the wiki is used to define a collection of quality tests (for validation and verification). As a special knowledge markup, the dashboard can be configured easily to support tailored quality management for the respective project. Registered automated tests are performed on the current version of the wiki knowledge base and
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Clogged air filter

General

The (combustion) air filter prevents abrasive particulate matter from entering the engine's cylinders, where it would cause mechanical wear and oil contamination.

Most fuel injected vehicles use a pleated paper filter element in the form of a flat panel. This filter is usually placed inside a plastic box connected to the throttle body with an intake tube.

Older vehicles that use carburetors or throttle body fuel injection typically use a cylindrical air filter, usually a few inches high and between 6 and 16 inches in diameter. This is positioned above the carburetor or throttle body, usually in a metal or plastic container which may incorporate ducting to provide cool and/or warm inlet air, and secured with a metal or plastic lid.

Typical Symptoms

Typical symptoms for a clogged air filter are for example: Driving, unsteady idle speed and weak acceleration, but also problems when starting the car starting problems and an increased fuel consumption (based on average mileage) and the currently measured mileage or abnormal exhaust fumes.

A typical starting problem which is connected to this problem is a barely or not starting engine in combination with a starter that turns over.

A clogged air filter can cause black exhaust fumes which will turn the color of the exhaust pipe to sooty black.

IF \text{Driving} = \text{unsteady idle speed} \\
\text{THEN} \quad \text{Clogged air filter} = \text{P4}

IF \text{NOT} (\text{Driving} = \text{unsteady idle speed} \\
\quad \text{OR} \quad \text{Driving} = \text{weak acceleration}) \\
\text{THEN} \quad \text{Clogged air filter} = \text{N5}

IF (\text{Exhaust fumes} = \text{black AND Fuel} = \text{unleaded gasoline}) \\
\text{THEN} \quad \text{Clogged air filter} = \text{P5}

IF ((\text{Engine start} = \text{does not start} \\
\quad \text{OR} \quad \text{Engine start} = \text{engine barely starts}) \\
\quad \text{AND} \quad \text{Starter} = \text{turns over}) \\
\text{THEN} \quad \text{Clogged air filter} = \text{P4}

@package: demo

Repair Instructions

A clogged air filter needs to be replaced by a new one. Therefore, the air filter housing have to be found. It will be either square (on fuel-injected engines) or round (on older carbureted engines) and about 12 inches (30 cm) in diameter.

After locating the housing the screws or clamps on the top of it have to be...
Figure 4. The generated object-info page for every concept allows for the renaming of the concept and it shows the use of the concept across the wiki articles.

Figure 5. Inline editing of tables by the WYSIWYG interface of the wiki.

give verbose feedback to the knowledge engineers by status messages on the dashboard as shown in Figure 6.

At any time, the dashboard displays the current state of the wiki knowledge base with respect to quality at one glance. Also the history of builds is listed on the left panel of the dashboard. Older builds can be inspected by clicking on the build number, for instance, because the developer wants to check the reason for the build problem. For the selected build the applied tests are shown in the center of the dashboard. In case of errors, the tests give detailed reports on the errors as well as links are provided for further investigation and debugging of the issue. In Figure 6, the top two tests have been passed successfully, while the lower two tests have failed showing more details explaining the actual problem. The tests can be activated by three trigger-modes `onChange`, `onSchedule`, and `onDemand`. In the mode `onChange`, the tests are executed after each modification of a wiki article which changed the knowledge base. This mode provides the most immediate feedback possible. However, for very time consuming tests this mode can yield inconvenient delays. The mode `onSchedule` executes the tests on a regular basis according to a specified schedule, for instance at night. This mode is preferable also for tests with considerable high execution time. Further, in the mode `onDemand` all responsibility for test execution is left to the user, since the user has to explicitly start a continuous integration run. The user has to decide, when the execution is reasonable, which often is an option for tests with high runtime (considering sufficiently experienced users). It is important to note, that the user can define different...
dashboards, for instance, one for quick tests running onChange and another one for executing larger/time-consuming tests onSchedule.

Additionally to the dashboard, located on a specific wiki page, KnowWE provides a CI-Daemon (daemon for continuous integration) which can be connected to a dashboard. The CI-Daemon is always visible in the KnowWE user interface basically only showing a colored bubble (green, red, or grey) representing the current state of the connected dashboard. In Figure 2 the CI-Daemon is visible as a green bubble on the left of the page below the navigation menu. In this way, the users are always aware of the current quality state not requiring to frequently visit the dashboard article. A very important category of tests for knowledge bases are the competency tests which can be implemented by (sequential) test cases [1]. Figure 7 shows a markup for the definition of sequential test cases in KnowWE. During execution, the test case is performed line-by-line. Equal signs express assignments of input data, added to the current testing session. Expressions containing brackets are expected derivations. The test fails, if the expected derivations do not match the actual ones. That way, input-output behavior of a knowledge base can be covered by automated competency tests which can be attached to a continuous integration dashboard easily.

For developed ontologies KnowWE provides an inline-query mechanism to summarize the knowledge of the ontology as a dynamic content element. Using a markup based on the SPARQL language, queries can be defined within the wiki pages. They are evaluated on page load on the current version of the developed ontology. The result of the query is displayed in the view of the wiki article.

4 Known Uses of KnowWE

KnowWE is currently used in several knowledge engineering projects of different subject domains, both in academic and industrial contexts. In this section, we report on a selection of these projects and we give a brief overview of the use of the system KnowWE.

4.1 Managing Chemical Safety with KnowSEC

KnowSEC (Managing Knowledge of Substances of Ecological Concern) is a group-wide wiki to manage substance-related workflows within a group of the German Federal Environmental Agency (Umweltbundesamt). Here, every substance is represented by a distinct wiki article storing important information such as chemical endpoints, relevant literature, or comments of group members. The information is entered in (user-friendly) editors in the wiki and translated into special markups in the background; thus, the information is dynamically generated from the connected knowledge base. It allows the user to answer the input questions and instantly gives feedback of the derived solution concepts. In the shown example, the combination of inputs derived the established solution concept Bad ignition timing. The solutions Clogged air filter, Flat battery, and Leaking air intake system are also suggested as potential solutions while Damaged idle speed system is marked as an excluded solution.

Figure 8. The interview component for manual knowledge base testing.

For developed ontologies KnowWE provides an inline-query mechanism to summarize the knowledge of the ontology as a dynamic content element. Using a markup based on the SPARQL language, queries can be defined within the wiki pages. They are evaluated on page load on the current version of the developed ontology. The result of the query is displayed in the view of the wiki article.

Figure 7. Markup for the definition of sequential test cases.
also stored in an RDF ontology. That way, the information currently available in the wiki but also the latest knowledge changes can be aggregated and visualized by integrated SPARQL queries.

Besides the storage of weakly formalized knowledge, KnowSEC also offers knowledge-based modules that support the classification of substances for a number of critical chemical characteristics. At the moment, modules are available for supporting the assessment of the relevance, the persistence, the bioaccumulation, and the toxicity of a given substance. These aspects (e.g., relevance, persistence, etc.) are developed in the wiki using different namespaces, so they can be maintained and tested independently from the other aspects. For the users of KnowSEC, a joint knowledge base with all aspects is virtually defined including all above namespaces.

Currently, the knowledge base is still under development. The joint version of the knowledge base consists of 214 questions (user inputs to characterize the investigated substance) grouped by 46 questionnaires, 146 solutions (assessments of the investigated substance), and more than 1,000 rules to derive the assessments. The rules are automatically generated from entered decision tables that allow for an intuitive and maintainable knowledge development process.

Two knowledge engineers are supporting a team of domain specialists, that partly define the knowledge base themselves, partly giving domain knowledge to the knowledge engineers.

### 4.2 Modeling Clinical Guidelines in KnowWE

Within the project CliWE5 (Clinical Wiki Environments), KnowWE is extended by plug-ins to allow for the collaborative development of Computer-Interpretable Guidelines (CIGs). Clinical guidelines are based on evidence-based medicine and improve patient outcome by providing standardized treatments. Their computerization allows for decision-support systems at the point of care, or even the automated application by closed-loop systems in the setting of Intensive Care Units. The goal of CliWE is to create a platform that supports the engineering of CIGs by spatially distributed domain specialists. Therefore, the graphical CIG language DiaFlux was created. Its focus lies on the direct applicability and understandability by domain specialists[9]. By offering only a small set of intuitive language elements, the guidelines can in the best case be built and maintained by the domain specialists themselves. Currently, the extensions developed within CliWE are used in the project Wm-Vent6. Its goal is to integrate medical expertise concerning mechanical ventilation and physiological models into an automated mechanical ventilator [11]. In the course of this project, one knowledge engineer guides and supports one domain specialists (backed up by a committee of further experts) during the knowledge engineering process. The latest version of the guideline contains 17 DiaFlux modules, that in total contain 295 nodes and 345 edges. During its development, the testing capabilities of KnowWE are extensively used. So far, about 1,100 test cases were automatically executed. Especially the graphical CIG language DiaFlux was created. Its focus lies on the direct applicability and understandability by domain specialists. Five heuristics are each described in distinct wiki articles also containing the rules relevant for the derivation of the particular device. Five heuristics have been established within a theoretical study, describing solutions for major categories of handicaps. These are implemented on distinct wiki articles forming the core of the derivation knowledge. The testing framework for continuous integration discussed in Section 3.3 is extensively used to guarantee the save development process by uncovering undesired side-effects of modifications including at least one sequential test case for each device and heuristic. More details about the project are given by Kreutzer [13].

### 4.3 ESAT: Selecting Assisting Technologies for Handicapped People

ESAT (Expertensystem für Assistierende Technologien [german]) is an expert system designed to determine an appropriate set of human-computer interaction devices for handicapped people. In the application scenario a detailed profile of the physical capabilities (e.g., visual or motorical abilities) for a person is entered into the system. The knowledge base derives a set of input and output devices, that together provide optimal computer interaction for that specific person. In advance, the underlying domain knowledge has been elaborated by a comprehensive study in 2008. The actual implementation of a corresponding executable knowledge base using KnowWE has started in spring 2011. Currently, the ESAT knowledge base has been completed and the system will be launched for a testing phase at the project’s initiator (FAB7). The knowledge base has been implemented by mainly one knowledge engineer using KnowWE. For knowledge representation production rules are used. In total the ESAT knowledge base currently contains 654 rules distributed on 74 wiki articles. Also in this single-user context the possibility of free structuring allows for reasonable and clear distribution of the knowledge edge. The terminology is defined on different wiki articles dealing with vision, hearing, motoric and haptic abilities and general skills (e.g., braille) respectively. The about 50 different types of input and output devices (e.g., various kinds of keyboards, sensors, displays) are each described in distinct wiki articles also containing the rules relevant for the derivation of the particular device. Five heuristics have been established within a theoretical study, describing solutions for major categories of handicaps. These are implemented on distinct wiki articles forming the core of the derivation knowledge. The testing framework for continuous integration discussed in Section 3.3 is extensively used to guarantee the save development process by uncovering undesired side-effects of modifications including at least one sequential test case for each device and heuristic. More details about the project are given by Kreutzer [13].

### 4.4 Continuous Medical Cataract Knowledge with WISSKONT

The WISSKONT project considers the creation of an intelligent information system in the medical domain of cataract surgery. The system is currently under development and it will support the ophthalmologist during the treatment process before, in-between, and after the cataract surgery. That way, the system needs to present relevant knowledge of the domain, which is integrated at varying degrees of formality. For instance, textbook content with images describe particular aspects of a treatment process, whereas temporal relations of the treatment phases are represented by ontological annotations. Here, informal content is correlated by ontological relations. In consequence, a semantic search mechanism provides the presentation of the relevant information at any stage of the treatment process. Additionally, for a number of decision tasks occurring during the treatment, distinct decision-support modules are created, e.g., the selection of an appropriate lens for the surgery based on the patient’s parameters. The integration of formalized and informal knowledge allows the ophthalmologist to verify the recommendations of the knowledge base by analyzing the comprehensive support information provided with the recommendation.

The WISSKONT project is part of the WISSASS project, a cooperation of the Karlsruhe Institute of Technology, Germany (KIT) and
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5 funded by Draegerwerk AG & Co. KGaA, Lübeck, Germany, 2009-2012
6 "Wm-Vent" - Knowledge- and model-based Ventilation, funded by BMBF (Federal ministry of education and research)
7 http://www.vo-fab.at/
the denkbaren GmbH. It is funded as a ZIM-KOOP8 project by the German Federal Ministry of Economics and Technology (BMWI).

5 Conclusion

In this paper, we presented the current state-of-the-art of the semantic wiki KnowWE. The tool is used in knowledge engineering projects that have a distributed and collaborative nature. Also, KnowWE is capable to jointly represent and use knowledge at different levels of formalization and therefore allows for the flexible organization and elicitation of knowledge. We showed notable features of the tool, such as dedicated markups and editors for knowledge acquisition and use, but also features for (continuously) testing the developed knowledge base. Publicly known projects and applications were reported, that use KnowWE as their primary knowledge engineering environment.
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Overview of BPMN Model Equivalences. 
Towards normalization of BPMN diagrams

Krzysztof Kluza and Krzysztof Kaczor

Abstract. In various application domains, there is a desire to standardize modeling techniques. Business Process Model and Notation (BPMN) is currently the most widespread language used for modeling Business Processes (BP). Although there are some guidelines on how to use this notation, the issue of modeling technique is not standardized. The same semantics can be represented in BPMN using various but behaviorally equivalent model structures. In this paper, we present an overview of the BPMN models equivalences topic. We point out various possibilities of equivalence patterns. This can help to structure diagrams and decrease their semantic complexity. Such research can be further useful for such tasks as analyzing similarities or measuring compliance of processes.

1 Introduction

Business Process (BP) models constitute a graphical representation of processes in an organization. Business Process Model and Notation (BPMN) \(^1\) [1, 23] is a notation for modeling Business Processes, which contributed significantly in Software Engineering when it comes to collaboration between developers, software architects and business analysts. Although there are many new tools and methodologies which support the BPMN notation, they neither support some recommended modeling techniques nor make BPMN models easily comprehensible.

Two models with different structure, but behaviorally equivalent, can be both correct and unambiguous. This stems from the BPMN specification allowing for expressing the same semantics using various syntactic structures. However, this can cause difficulties in modeling or understanding of the model – the modeling challenge.

Although behaviorally equivalent structures can be replaceable, some of them may be not translatable to other languages in order to be analyzed or verified [29, 33]. This makes practical problems such as: process matching [36], identifying the differences between process models [13], analyzing similarities [3, 6, 19] or measuring compliance of processes [2, 8].

The rest of this paper is organized as follows. In Section 2, BPMN models and elements are introduced. Section 3 provides a review of various equivalence patterns in BPMN models. The conclusion with suggested course of action is presented in Section 4.

2 BPMN models and elements

A Business Process [34] can be defined as a collection of related tasks that produce a specific service or product (serve a particular goal) for a particular customer. BPMN constitute the most widespread language for modeling BPs. It uses a set of predefined graphical elements to depict a process and how it is performed. The current BPMN 2.0 specification defines three models to cover various aspects of processes:

1. Process Model — describes the ways in which operations are carried out to accomplish the intended objectives of an organization. The process can be modeled on different abstraction levels: public (collaborative Business 2 Business Processes) or private (internal Business Processes).
2. Choreography Model — defines expected behavior between two or more interacting business participants in the process.
3. Collaboration Model — can include Processes and/or Choreographies, and provides a Conversation view (which specifies the logical relation of message exchanges).

In most cases, using only the Process Model is sufficient. In our research, the internal Business Process Model is considered. Four basic categories of elements used to model such processes, presented in Fig. 1, are: flow objects (activities, gateways, and events), connecting objects (sequence flows, message flows, and associations), swimlanes, and artifacts [23].
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Activities constitute the main BPMN elements. They denote tasks that have to be performed and are represented by rectangles with rounded corners. The sequence flow between activities, the flow of control, is depicted by arcs. The directions of arcs depict the order in which the activities have to be performed.

Events, represented by circles, denote something that happens during the lifetime of the process. The icon within the circle denotes the event type, e.g., envelope for message event, clock for time event.

Gateways, represented by diamond shapes, determine forking and merging of the sequence flow between tasks in a process, depending on some conditions.

### 3 Equivalences of BPMN Models

In various application domains there is a need to compare process models [32]. One of the possible results of such a comparison can be that two structurally different graphical representations of a business process are behaviorally (and semantically) equivalent. Thus, BPMN processes can be regarded as equivalent if both of them can be transformed into a common graphical representation [14].

There is ongoing research in the area of process models equivalences [5, 32, 35]. However most of the researchers do not consider BPMN notation, but e.g. Petri nets [5, 32]. There are tools which can prove selected equivalences of BPMN processes [14]. However, this topic still remains an open research problem [16].

#### 3.1 Basic equivalent structures

Some basic equivalences that follow directly from the semantics of model elements described in the BPMN specification [23] are presented in Table 1.

Other basic equivalences have been presented by Wohed et al. [35] when defining the five simple control-flow patterns for process control based on the concepts defined by Workflow Management Coalition [4], such as:

1. **sequence** — the ability to depict a sequence of activities,
2. **parallel split** — the ability to capture a split in a single thread of control into multiple threads which can execute in parallel,
3. **synchronization** — the ability to capture a synchronization of multiple parallel subprocesses/activities into a single thread,
4. **exclusive choice** — the ability to represent a decision point in a workflow process where one of several branches is chosen,
5. **simple merge** — the ability to depict a point in the workflow process where two or more alternative branches come together without synchronization.

Apart from the sequence, the other patterns can be modeled in several ways. The models in each column of the Table 2 are equivalent.

One can also observe that in many cases multiple gateway structures can be replaced by a single gateway, as shown in Table 3. Moreover, Gruhn and Laue described patterns in BPMN models that deal with OR-gateways which can be replaced by AND- or XOR-gateways [9], as presented in Table 4 (each row contains an equivalent pair of structures). They claimed that the equivalent model is easier to understand, as it is cognitively less complex. Such transformation is also consistent with a study on the comprehensibility of BPM carried out by Sarshar and Loos [28], which shows that OR-gateways are significantly less comprehended than AND or XOR gateways.

Thus, Mendling et al. recommended to avoid OR-gateways [20].

Several researchers noticed that in several situations it is possible to reduce number of repeated activities [14, 17]. The first example in Table 5 shows a situation where the same activity is located at the last position of all incoming sequence flow paths before a join gateway. It is possible to reduce the number of nodes by moving this activity behind the join gateway. The second one is similar but concerns a situation in which the repeated activity is located at the first position after a split gateway.

In [10], Jung et al. proposed a transformation from the BPMN-formed business process to its semantically equivalent XPDL process. Although both BPMN and XPDL are conceived of as a directed graph structure and the mapping should be straightforward, there are some differences between BPMN and XPDL. Thus, in the paper [10] several BPMN transformations are considered.

One of them concerns a loop mechanism. A loop in a process can be depicted as in Fig. 2a. The BPMN 2.0 specification defines the "testBefore" standard loop attribute, which constitutes a flag that controls whether the loop condition is evaluated at the beginning (testBefore = true) or at the end (testBefore = false) of the loop iteration. Instead of using this attribute, a loop can be depicted explicitly as in Fig. 2b (test time: before) and Fig. 2c (test time: after).
Table 1. Equivalences of BPMN structures based on the semantics of elements (based on the BPMN specification [23])

<table>
<thead>
<tr>
<th>Merge</th>
<th>Exclusive Choice</th>
<th>Synchronization</th>
<th>Parallel Split</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Diagram" /></td>
<td><img src="image2" alt="Diagram" /></td>
<td><img src="image3" alt="Diagram" /></td>
<td><img src="image4" alt="Diagram" /></td>
</tr>
<tr>
<td>with XOR-gateway, alt 1</td>
<td>with XOR-gateway, alt 1</td>
<td>with AND-gateway</td>
<td>with AND-gateway</td>
</tr>
<tr>
<td><img src="image5" alt="Diagram" /></td>
<td><img src="image6" alt="Diagram" /></td>
<td><img src="image7" alt="Diagram" /></td>
<td><img src="image8" alt="Diagram" /></td>
</tr>
<tr>
<td>with XOR-gateway, alt 2</td>
<td>with XOR-gateway, alt 2</td>
<td>partially through sub-Activities</td>
<td>implicit</td>
</tr>
<tr>
<td>implicit</td>
<td>without XOR-gateway</td>
<td>through sub-Activities</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Basic control-flow patterns in BPMN [35]
### 3.2 Complex Equivalences of BPMN structures

Other transformations considered in [10] concern discrimination and serialization mechanisms. In Table 6 several examples of the application of the discriminator transformation to selected BPMN elements are presented. The serialization examples, which transform something serialized implicitly to another thing serialized explicitly, are shown in Table 7.

Qing-xiu et al. [24], in order to verify a workflow model based on Petri net, proposed several reduction actions, such as reduction of sequential, iterative, or adjacent structure. However, the proposed reductions are not directly applicable to BPMN models.

Tantitharanukul and Jumpamule [31] defined Generalized Business Process Modeling Notation (GBPMN) as a notation for diagrams which nodes are labeled with the process expression. They presented an algorithm which converts any BPMN into GBPMN form. It is important to mention that the GBPMN is not a standardized solution, thus it is not very useful in practice. However, one of the steps of their algorithm is taken if the existing diagram has more than one start event or end event. In such a case, they stipulate adding a new single start event and/or a new single end event, and connecting these events to the existing diagrams by using inclusive gateway which is capable of capturing whether they simultaneously start or not. Using single start and end events should be taken into account when modeling, and such a procedure should be considered as a part of a normalization algorithm for business processes as well.
Table 4. Gateways equivalences of BPMN structures (based on [9])

Table 5. Multiple activities equivalences of BPMN structures (based on [14, 17])
### Discriminator equivalences of events

<table>
<thead>
<tr>
<th>Boundary intermediate event</th>
<th>Intermediate event in normal flow</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="A-B-C-D" alt="Diagram" /></td>
<td><img src="A-B-X-C-D" alt="Diagram" /></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Multiple event</th>
<th>A number of single events</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="A-B" alt="Diagram" /></td>
<td><img src="A-B" alt="Diagram" /></td>
</tr>
</tbody>
</table>

### Discriminator equivalences of gateways

<table>
<thead>
<tr>
<th>Termination of a process using terminate event</th>
<th>Normal process termination</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="A-B-X" alt="Diagram" /></td>
<td><img src="A-B-X" alt="Diagram" /></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Multiple event gateway</th>
<th>A combination of gateways and single events</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="A-B-C" alt="Diagram" /></td>
<td><img src="A-B-C" alt="Diagram" /></td>
</tr>
</tbody>
</table>

**Table 6.** Discriminator equivalences of BPMN structures (based on [10])

### 3.3 Guidelines for modelers

The normalization process should also take into account the existing guidelines for business modelers. Most of the existing tools do not require to comply with any guidelines or modeling requirements, so a user has to adhere to them itself.

One of the papers with most impact in the business process modeling field by Mendling et al. [20] concerns guidelines for business process modelers, which should be taken into account when modeling business processes. They formulated seven guidelines and prioritized them with the help of industry experts [20]:

1. Model as structured as possible.
2. Decompose a model with more than 50 elements.
3. Use as few elements in the model as possible.
4. Use verb-object activity labels.
5. Minimize the routing paths per element.
6. Use one start and one end event.
7. Avoid OR routing elements.

La Rosa et al. [26] performed a systematic analysis and proposed a number of concrete syntax modifications for business process models to manage their complexity. They presented a collection of patterns that generalize and conceptualize various existing mechanisms to change the visual representation of a process model. Their goal was to simplify the representation of processes. Thus, they identified eight patterns which reduce the perceived model complexity without changing the abstract syntax of the model and classified them according to the following hierarchy [26]:

1. Layout Guidance — describes features to modify the process model layout.
2. Outline visual mechanisms to emphasize certain aspects:
   (a) Enclosure Highlight — for visually enclosing close a set of logically related model elements,
   (b) Graphical Highlight — to change the visual appearance of model elements, such as shape, line thickness and type, etc.
   (c) Pictorial and Textual Annotation — to assign pictorial elements, such as icons or images, to modeling elements, or to visually represent free-form text in the canvas, which can be attached to modeling elements without changing semantics.
3. Two representation patterns:
   (a) Explicit Representation — to capture process modeling concepts via a dedicated graphical notation,
   (b) Alternative Representation — to capture process modeling concepts without the use of their primary graphical notation.
4. Naming Guidance — naming conventions or advice for model elements’ labels, which can be syntactic (e.g. using a verb-object style) or semantic (e.g. using a domain-specific vocabulary).
4 Conclusion

Although BPMN is the most widespread notation used by software architects and business analysts for modeling Business Processes, it is not clear which structures should be preferred and which avoided. The BPMN specification does not clarify how the notation should be used for modeling various processes. Thus, the standardization of such modeling technique in BPMN is desired.

As BPMN allows for expressing the same semantics using various syntactic structures, this can cause the modeling and analysis challenges. Cognitive understanding of model semantics can vary in case of complex syntactic differences. Furthermore, a behaviorally equivalent but syntactically different structures can be analyzed in different ways or even can be untranslatable to other languages in order to be verified. To address these issues, a set of best practices for modelers as well as normalization of BPMN models are needed.

In this paper, we prepared the first step towards such a normalization process – based on a literature review, we presented an overview of the topic of BPMN models equivalences, identified various behaviorally (or semantically) equivalent structures, and pointed out possibilities of equivalent patterns.

Moreover, we presented several guidelines for modelers, which should be taken into account when modeling, and considered as a part of a normalization algorithm for business processes.

While normalization can be performed manually, and usually is in the case of ad hoc modeling, it is possible to support such a process with tools. However, most of the existing tools do not require to comply with any guidelines or modeling requirements, so a user has to adhere to them itself.

Furthermore, normalization can help in the future research on structuring diagrams in order to decrease their semantic complexity. Our research can be further useful for many purposes, such as process matching, identifying the differences between process models, analyzing similarities or measuring compliance of processes.

In our future research, we will formalize the presented equivalences. This will allow for implementing a tool for proving that two models are equivalent or using some of the existing tools for analyzing BPMN patterns for this purpose [15, 17, 18, 30]. Our goal is to define the preferable structures of the model, which will constitute a normalization process and a part of a modeling methodology for modeling business processes integrated with rules [22, 21]. Such process can be further supported by a proper tool framework [11].

<table>
<thead>
<tr>
<th>Serialization equivalences for gateways</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="Diagram" /></td>
<td><img src="image2.png" alt="Diagram" /></td>
</tr>
<tr>
<td>implicit join</td>
<td>explicit join</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Serialization equivalences for links</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image3.png" alt="Diagram" /></td>
<td><img src="image4.png" alt="Diagram" /></td>
</tr>
<tr>
<td>internal links in a model</td>
<td>a model without links</td>
</tr>
<tr>
<td><img src="image5.png" alt="Diagram" /></td>
<td><img src="image6.png" alt="Diagram" /></td>
</tr>
<tr>
<td>external links in a model</td>
<td>a model without links</td>
</tr>
</tbody>
</table>

Table 7. Serialization equivalences of BPMN structures (based on [10])
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Critical evaluation of the XTT2 rule representation through comparison with CLIPS

Krzysztof Kaczor and Grzegorz J. Nalepa

Abstract. There are two main approaches to the design Business Rules. The first one involves formalized methods that strictly define the syntax and semantics of rules. This approach usually requires technical skills or conceptual knowledge and therefore is not appropriate for everyone. In the second approach, dedicated rule languages are used for facilitating rules specification. Nevertheless, such languages are usually programming solutions without a precisely defined semantics. This may cause ambiguities in knowledge interpretation and thus, the efficient rule interoperability becomes impossible. The goal of our work is to develop a formalized model for a rule representation which will allow for an effective rule interchanging. For this purpose, we want to combine the above mentioned approaches by tailoring the formalized rule representation called XTT2 to languages provided by CLIPS or Drools. This paper is the first step in our research providing an identification of the most important differences between the XTT2 and CLIPS rule languages.

1 Introduction

Rule-Based Systems constitute a mature technology in the field of Artificial Intelligence. Over the years, they were applied in many domains like medicine, engineering [7] or decision support [10]. Despite their maturity, many ideas, algorithms and solutions that are applied in new technologies, such as Business Rules (BR) [22], Semantic Web [2] or Complex Event Processing [12], are derived from the classic Rule-Based Systems [9].

Business Rules are one of the latest application of classic rules. They are intended to be created by business people in order to define logical aspects of business. Despite the fact that business people may not have any technical skills or scientific knowledge, BR must be appropriate to be used by such users. Currently, many techniques are used for the specification of BR, from description in natural language to design by using formalized methods. There is no single method that is considered to be the best. Usually, a designer chooses one according to his or her own preferences.

Rules specification in natural language is very intuitive and does not require any specialized skills. Moreover, such a method allows for an easy specification of very complex rules. However, such informal description may be very vague, especially in case of complex rules which may be hard to understand or in the worst case may be misunderstood. This type of problems can be prevented by using formalized methods having the following advantages:

- they provide a clear framework enabling uniform knowledge modeling with well-defined expressive power,
- speed up the design process – formalized rule language opens possibility to partially formalize the design process which can, in turn, lead to better detection of design errors, possibly at early development stages,
- allow for a superior knowledge base quality control – formal methods can be used to identify logical errors in rule formulation,
- simplify knowledge interoperability – partially formalized translation to other knowledge representation formats are possible, and
- allow for custom inference modes – structured rule bases require inference strategies alternative to the classic inference algorithms.

This paper is organized as follows: Section 2 gives a short motivation for our work. A short introduction to the XTT2 method is provided by Section 3. Section 4 is the main part of this paper discussing the most important differences between XTT2 and CLIPS. The paper is concluded with Section 5 providing short summary and information concerning future works.

2 Motivation

Together with the development of BR design methods, a number of development tools also increases. Among them very important are Drools [4] and OpenRules3. Sometimes, it is desirable to have a mechanism for exchanging knowledge between different tools. This makes maintenance of the rule bases easier and allows for more efficient usage of these tools. Nevertheless, the existing tools usually allow for BR modeling in an informal way and do not provide any common rule representation model. This provides ambiguity in the rule semantics and in turn, does not allow for efficient interchanging.

A problem of knowledge interoperability is known since classic rule-based expert systems and still remains an open issue. During the years, several approaches to this problem were proposed. The most important of them are: Knowledge Interchange Format [1], Rule Markup Language [3], Rule Interchange Format [8] and REWERSE Rule Markup Language [23]. Nevertheless, the above mentioned methods provide a very general model of rule-based knowledge representation, what makes their practical application hard or even impossible. Hence, practical tools supporting any of these methods do not exist or provide only partial support.

The main objective of our current research is to develop a formalized method for an efficient rule interoperability. We assume that this can be done by providing a common and logic-based rule representation model. Thanks to such a model, the semantics of rules, specified in other representations, can be clarified or defined. What

1 The paper is supported by the AGH UST Grant.
2 AGH University of Science and Technology, Poland, email: kk.gjn@agh.edu.pl
3 See: http://openrules.com
is more, this model will allow to specify which representation can be losslessly translated to another and how this translation should be performed. We assume that the model will be based on the formalized rule representation method called XTT2 [19] which is provided by the Semantic Knowledge Engineering (SKE) methodology [16]. The XTT2 method (see Section 3) is a visual method for modeling structured rule bases. This method is intended to be a rigorously formalized rule language. Nevertheless, a rigorous formalization has restricted the expressiveness of the language. Thus, in comparison with other methods, XTT2 has several limitations and significant differences. This is why our current work is focused on the extension of XTT2 towards such languages as CLIPS\(^5\) [6] or Drools. These two languages have been selected as the reference because they proved to be successful implementations of rule-based systems.

CLIPS is a classic rule-based expert system shell developed by NASA in 1984. The original intent for CLIPS was to gain useful insight and knowledge about the construction of expert system tools and to lay the groundwork for the construction of a replacement tool for the commercial tools being used in that time. Because of its portability, extensibility, capabilities, and low cost, it has received widespread acceptance throughout the government, industry, and academia. Development of this tool has improved the accessibility to expert system technology throughout the public and private sectors for a wide range of applications and diverse computing environments. CLIPS became one of the most commonly known rule language that was used for e.g. image processing or recognition.

As a classic rule-based tool, CLIPS became a reference tool also for other tools like Jess which is a rule engine and scripting environment providing rule language. It is written in Java. Jess was originally a clone of the essential core of CLIPS, but has begun to acquire a Java-influenced flavor. Therefore, it is a convenient tool for giving Java applets and applications the ability to reason.

Drools is a much younger project which was started in 2001. Currently Drools is widely used by Business environment as Business Logic Integration Platform providing a unified and integrated platform for Rules, Workflow and Event Processing. Drools-based rules are specified using dedicated rule language and processed by dedicated rule engine called Drools Expert. Similarly to Jess, this engine is also written in Java and allows for easy integration with other applications written in this language.

The above mentioned tools are not intended to provide a formalized rule representation that is necessary for efficient rule interchange preserving their semantics. The provide only programming solutions for rapid development of the rule bases. In our work, we try to combine the advantages of formalized methods and programming solutions. This paper describes the first step of this work. The main contribution is the comparison of the XTT2 method with the CLIPS language, by identifying the differences and limitations of XTT2 in terms of CLIPS. It describes the most important aspects of extending XTT2 towards CLIPS and challenges that must be overcome for an efficient rule interoperability between these two representations.

### 3 Overview of XTT2

This section gives a short introduction to XTT2 (eXTended Tabular Trees) [17, 18]. XTT2 can be considered a multidimensional concept. It involves many aspects of the rule-based systems design:

- **Rule Base** — this aspect involves issues related to structure and maintenance of a rule base.

| Rule Syntax — defines how the knowledge can be expressed and what are the limitations of a provided rule language i.e. this issue concerns rule language syntax as well as its expressiveness. |
| Rule Semantics — defines the semantics of the rules and how they should be interpreted. |
| Rule Processing — is related to inference mechanism as well as the way how the knowledge processing is performed. |

This section is divided into four subsections describing XTT2 in terms of above mentioned aspects.

#### 3.1 Rule Base

An XTT2-based rule base contains attributes that store values. Each attribute-value pair can be considered as a single fact. The set of all pairs is called system state and is defined as follows:

\[
s : (A_1 = S_1) \land (A_2 = S_2) \land \ldots \land (A_n = S_n)
\]  

where \(A_i\) are the attributes and \(S_i\) are their current values. It is important to notice, that the number of attributes (facts) is constant during the inference process. The knowledge base modification can be made only by changing attribute value.

XTT2 provides modularized rule base, where rules working together are placed in one context. Contrary to the majority of other systems, where a basic knowledge item is a single rule, in the XTT2 formalism the basic component displayed, edited and managed at a time is a single context. A single context corresponds to a single decision table. Thus, only those rules which have the same conditional and decisions attributes can be placed in one context i.e. each rule in a decision table determines values of the same set of attributes.

XTT2 is a hybrid knowledge representation combining a decision network and decision tables. Tables are linked together forming a network-like structure of the XTT2 decision tables. Links define an order in which tables should be processed. Considering a single table as a blackbox for determining attribute value, the links correspond to functional dependencies between attributes.

#### 3.2 Rule Syntax

The XTT2 rule language provide a dedicated syntax called HeKatE Meta Representation (HMR). This is a textual representation that can be easily read by human and automatically processed by an inference engine. Moreover, the HMR language is suitable for visual representation (see Figure 1). Thanks to this, such a knowledge representation provides not only high density of knowledge visualization, but assures transparency and readability. Additionally, the visual representation is fully supported by the HQEd [20] graphical editor. Using this editor, a HMR-based representation can be automatically generated for a given visual model. Then, the HMR representation is processed by the HeaRT [15] tool which is the dedicated inference engine for reasoning with the XTT2 rule bases [1].

For study purposes, an example below presents the same rule in three representations: natural language, HMR representation and XTT2-based visual representation. The rule comes from Cashpoint case study [5] and is as follows:

\[
\text{if \hspace{1cm} driver is younger than 25 years \hspace{1cm} and \hspace{1cm} it has driving licence at least three years \hspace{1cm} then \hspace{1cm} increase the driver current discount by 50%}
\]
This rule can be easily expressed with HMR syntax:

\[
xrule 'Table1/1': \\
\quad [\text{driverAge} \lt 25, \\
\quad \text{drLicAge} \geq 3] \\
\implies \\
\quad [\text{driverDiscount} \leftarrow \text{driverDiscount} + 50]
\]

The figure 2 depicts the equivalent visual representation of the provided HMR syntax.

### 3.3 Rule Semantics

XTT2 is based on the Attributive Logic with Set of Values over Finite Domains (ALSV(FD)) logic \([11, 18]\). ALSV(FD) is a formal framework for attributive logic that provides syntax, semantics and some notes on inference rules for a logical calculus in which attributes can take set values (generalized attributes). In comparison with other attributive logics, its expressive power is increased through the introduction of new relational symbols enabling definitions of atomic formulae. This logic provides very strict and rigorous definition of rule semantics allowing for knowledge definition which can be unambiguously interpreted.

A single rule in ALSV(FD) is defined as a set of ALSV(FD) triples. The exemplary rule from Section 3.2 can be expressed in ALSV(FD) in the following way:

\[
\begin{array}{ll}
\text{r}_1 : & (\text{driverAge}, <, 25) \land (\text{drLicAge}, \geq, 3) \rightarrow \\
& (\text{driverDiscount}, \leftarrow, \text{driverDiscount} + 50)
\end{array}
\]

The complete formalization of XTT2 can be found in \([19]\).

### 3.4 Rule Processing

XTT2 provides a dedicated rule processing mechanism. This is an advanced inference algorithm that can work in one of four modes: Fixed Order, Data, Token and Goal Driven (for more details see \([13]\)). The inference mechanism is responsible for evaluating and executing (firing) rules. The rules are processed in predetermined order which is specified by taking the following issues into account: inference mode, links between modules, order of the rules in the XTT2 table.

### 4 Challenges in the Rule Interoperability between XTT2 and CLIPS

The goal of our work is to develop a common unified rule representation model for efficient rule interoperability between different rules representations. Our starting point is formalization of the XTT2 method which provides the underlying ALSV(FD) logic. Nevertheless, the current form of the method does not use the ALSV(FD) logic effectively (lack of support for complex types) and has several limitations. In comparison to CLIPS, this language constitutes a subset of CLIPS. In this context, the knowledge interchange between XTT2 and CLIPS requires many improvements and changes that must be done in XTT2 in order to provide a better coverage of CLIPS. Some of the limitations stem from the made assumptions and others stem from the visual representation. This section provides a detailed description of the most important challenges in the context of extending XTT2 and efficient rule interoperability with CLIPS. The section is divided into subsections according to aspects introduced in Section 3.

#### 4.1 Rule Base

**Rule base modification** CLIPS provides a mechanism allowing for modifying a Knowledge Base (KB) by asserting, retracting and modifying facts. This can be done using the following commands: assert, retract and modify. Thanks to this, when the system is running, the number of facts in the KB can be changed. In contrast to CLIPS, the XTT2-based knowledge base defines a system with a constant number of facts described by attributes. During the execution, attributes are neither created nor removed from the knowledge base.
Modularization of Knowledge Base  Both, XTT2 or CLIPS provide mechanism for creating modularized knowledge base. In XTT2, set of rules that work together are grouped into so called contexts. Each context corresponds to a single XTT2 table and contains rules which have the same attributes in their conditional and conclusion parts. In turn, CLIPS provide modules which can be defined using defmodule construct. In contrast to XTT2, CLIPS modules do not provide any policy determining which construct can be placed in a module. In particular any rule (or other construct) can be placed in any module. In fact, this is also possible in XTT2 and can be achieved by extending rules LHS and RHS by all attributes that appears in the other rules in this context. However, this can lead to formation of large tables in which majority of cells contain always true comparisons (an example of such table is depicted in Figure 3).

CLIPS modules allow a set of constructs to be grouped together such that explicit control can be maintained over restricting the access of the constructs by other modules. This type of control is similar to global and local scoping used in languages such as C. The default behavior in CLIPS restricts constructs in one module to be accessible in another. However, this can be modified and selected elements can be permitted to be visible from other modules. In turn, the XTT2 rules placed in one context are not accessible from another.

In both CLIPS or XTT2, modules are used by rules to provide execution control. In CLIPS, each module has its own pattern-matching network [13], and thus only rules from the active module can be activated and executed. Similarly, in XTT2 only rules from the active context are evaluated and can be executed.

Variables  CLIPS provides two elements which allow for storing information: facts and variables. Nevertheless, the semantics of these two elements is different. Facts are knowledge-based elements which defines what is currently known. Any change made in a set of facts invokes the pattern-matching process. In contrast to facts, variables are used for defining non knowledge-based values e.g. values of some factors, constant values, etc. Variables can be used as a part of pattern-matching process, however changes of their values do not invoke pattern-matching. CLIPS variables can be defined using defglobal construct e.g.:

\[
\text{(defglobal ?*high-priority-factor* = 100)}
\]

In turn, XTT2 does not provide any concept having the same semantics as CLIPS variables. The system designed with XTT2 consists of attributes. According to ALSV(FD), the state of the XTT2-based system is defined as a set of current values of all attributes specified within the knowledge base. From logical point of view, the state of the system is represented as a logical formula (1). According to this definition, all XTT2 attributes are considered to be knowledge-based elements.

It is important to notice that the inference mechanism from XTT2 works in different way than in CLIPS. It evaluates rules in predetermined order and changes in attribute values do not affect it.

4.2 Rule syntax

Complex types  The first and most important limitation of the XTT2 is related to complex types. A complex type is a data type that provides its own structure and aggregates a fixed set of labelled fields, possibly of different types, into a single type. An example of such type is a structure that is known from C programming language. The ALSV(FD) logic provides support for complex types and objects throughout attribute function which denotes a property of an object and allows for accessing its value using property name. However, currently XTT2 uses only atomic types for defining all attributes in the knowledge base and assumes that only one object (in this case it is the system being described) with a specific property name exists. In turn, CLIPS provides deftemplate element that allows for defining complex facts consisting of number of typed properties (called slots in CLIPS-based vocabulary):

\[
\begin{align*}
\text{(deftemplate person} & \text{ (defmodule context))} \\
& \text{ (slot name (type SYMBOL))} \\
& \text{ (slot surname (type SYMBOL))} \\
& \text{ (slot gender (type SYMBOL))} \\
& \text{ (slot age (type INTEGER))} \\
& \text{ (slot height (type INTEGER))} \\
& \text{ (multislot friends (type SYMBOL))}
\end{align*}
\]

This example defines a template of person which allows for creating complex facts consisting of five typed properties: name, surname, gender, height and age.

Multivalued attributes  ALSV(FD) provides a generalized attribute that can take more than one value at any point of time. This is very important and useful feature of ALSV(FD), however it is hard to assess to which element of the CLIPS language it corresponds. There are two obvious possibilities:

- facts list of the same type – a generalized attribute can be used for aggregation of values having the same type. A value of generalized attribute is defined as set. Such sets can be modified using set theory operators. In particular union of sets or difference of sets can correspond to CLIPS operations of asserting or retracting facts to/from knowledge base.

- multivalued slots – the deftemplate construct in CLIPS allows for defining multivalued slots which can take more that one value:

\[
\begin{align*}
\text{(deftemplate person} & \text{ (defmodule context))} \\
& \text{ (slot name (type SYMBOL))} \\
& \text{ (slot surname (type SYMBOL))} \\
& \text{ (slot gender (type SYMBOL))} \\
& \text{ (slot age (type INTEGER))} \\
& \text{ (slot height (type INTEGER))} \\
& \text{ (multislot friends (type SYMBOL))}
\end{align*}
\]

This defines a man (M) Tom Joe that is 180 cm tall and 18 years old and has three friends: John, Alex and Emma. It is important to notice that the list of friends is not treated as one string containing spaces, only as the list of three separate values. Usually multislot contains values with the same semantics (informally described by a slot name). Apart from the support for complex types, the generalized attribute in XTT2 can be used in the same context as the multivalued slots in CLIPS.
Expressions in LHS  The XTT2 method provides mechanisms for logical quality analysis called HalVA [14]. It allows for discovering logical anomalies such as inconsistency, redundancy, contradictions etc. In order to assure higher efficiency of HalVA, the LHS of the rule can contain only a simple attribute-to-value comparisons e.g.:

\[ A = 12 \quad B > 23 \quad C \in \{1,2,3\} \]

Such comparisons test a specific attribute against its value. Thus, an attribute is always on the left hand side of a comparison and constant value or set of constant values on the right hand side. Neither attributes nor expressions are allowed on the right hand side e.g.:

\[ A = 11+1 \quad B < A-3 \]

In turn, the Right Hand Side (RHS) of a rule can contain complex expressions and attribute references:

\[ A := A+1 \quad B := 4 \times 3 \]

In contrast to XTT2, CLIPS allows for any complex expressions in conditional part of the rules. This limitation of XTT2 can be omitted by creating an additional decision table having required expression in its RHS. The figure 4 depicts the equivalent construction in CLIPS and XTT2. The rules comes from the Cashpoint example [21] and are intended to check if a user has entered a correct PIN. This is done by comparing enteredPIN and correctPin attributes. The equality of this two attributes is a condition that must satisfied in order to authorize a user. In CLIPS this condition can be placed directly in LHS of a rule, while XTT2 required an additional table (Table3) and attribute (pinDifference).

Constraints  ALSV(FD) provides a concept of attribute domain. A domain is a finite set of admissible values that attribute can take. Each domain is based on one of two primitive types symbolic or numeric. In XTT2, for each attribute a domain must be specified. The domain concept plays important role because it is used by verification mechanism for discovering logical anomalies in knowledge base. The example below shows a definition of types (in HMR language) restricting values of the attributes describing a person. We assume that:

- **name** is not restricted and can contain any list of characters,
- **gender** can take only two values: M for male and F for female,
- **height** can take a value from the interval [0, 300],
- **age** can take a value from the interval [0, 120].

```plaintext
xtype [name: name, base: symbolic].
xtype [name: gender, base: symbolic, domain: [M,F]].
xtype [name: height, base: numeric, domain: [0 to 300]].
```

In CLIPS, a value of a slot can be restricted using similar concepts: primitive types, list of values, ranges. However, CLIPS provides more primitive types than XTT2: SYMBOL, STRING, LEXEME, INTEGER, FLOAT, NUMBER, INSTANCE-NAME, INSTANCE-ADDRESS, INSTANCE, EXTERNAL-ADDRESS, and FACT-ADDRESS. Moreover, CLIPS allows for restricting a number of elements in multivalued slots.

The equivalent CLIPS-based definition of slot constraints describing person may look like this:

```clips
(deftemplate person
  (slot name (type SYMBOL) )
  (slot surname (type SYMBOL))
  (slot gender (type SYMBOL)
    (allowed-symbols M F))
  (slot height (type INTEGER) (range 0 300))
  (slot age (type INTEGER) (range 0 120))
  (multislot friends (type SYMBOL))
)
```

The one advantage of XTT2 in comparison with CLIPS is that the XTT2 allows for defining symbolic ordered domains. Such concept is similar to enum construct from C programming language. Thanks to ordering, the symbolic values can be treated as ordinary integer values e.g.:

```plaintext
xtype [
  name: weekdaytype,
  base: symbolic,
  domain: [mon/1,tue/2,wed/3,thu/4,
    fri/5,sat/6,sun/7],
  ordered: yes].
```

In this example a type describing weekdays is defined. Each day has assigned an equivalent numeric value. Thanks to that one can write:

```clips
mon > tue   A = tue+wed
```

The results of this expressions are equal to results of corresponding expressions where symbolic values were replaced with numeric.

Values binding  In some cases, it is very hard or even impossible to define LHS of a rule by using only logical and relational operators. Let us consider the following example: The knowledge base contains information about a number of people described by properties defined in paragraph Complex types:
Our task is to define a rule selecting all allowed pairs of persons which can dance together. Two person can dance together when satisfy the following conditions: 1) They have different gender and 2) they have the same growth. Such a rule can be easily written using mechanism allowing for value binding. This mechanism allows for retrieving desired value during inference and storing it in a user-defined variable. Then, this variable can be used in further conditions as well as conclusion part. The rule for our task can look like this:

(defrule rule-1 "Our solution"
  (person (name ?n1) (surname ?s1) (gender M) (height ?h1))
  (person (name ?n2) (surname ?s2) (gender F) (height ?h2)))
=>
  (printout t ?n1 " and " ?n2 crlf))

The LHS of the rule contains two conditions that refers to person template. Thanks to this, the inference algorithm would try to match all possible pairs of person facts. When a single match is performed, then the variables (which names start with question mark) are bound to the current value of the matched fact. Binding is made only one time during a single match and the variable stores bounded value until this particular match is finished. Thus, usage of bounded variable in further conditions restricts the set of elements that can be matched because matching algorithm must take its value into account. So, the variable binding can be used for defining restrictions across several objects. In our example, the ?h variable is bound in the first condition and then its value is used in the second condition. This restricts the set of possible facts that can be matched to the second condition, because apart from the value F of the gender slot, a matched fact must have the same value of the height slot as the fact matched in the first condition.

Variable bindings is currently not supported in XTT2. Thus, definitions of equivalent rule is currently not possible.

Functions

CLIPS allows for defining functions. It is possible to define a user-defined external functions that can be written in an external language e.g. C and then linked with CLIPS during recompilation. Such functions can be later executed directly in CLIPS in ordinary manner. Moreover, CLIPS provides a second mechanism allowing for defining function directly in CLIPS by using CLIPS-based syntax. This can be done with the help of the deffunction construct. The CLIPS-based functions have all features that an ordinary function can have i.e.: unique name, list of parameters, sequence of actions, returned value, recursion. An example function that calculates the factorial of an argument can be written as follows:

(deffunction factorial (?a)
  (if (or (not (integerp ?a)) (< ?a 0)) then
    (printout t "Factorial Error!" crlf)
    else
    (if (= ?a 0) then
      1
    else
      (* ?a (factorial (- ?a 1)))))
)

It is important that each function can be invoked from any part of a rule and can modify a knowledge base.

XTT2 provides a similar mechanism to CLIPS user-defined external functions through callbacks. Callback function is an external function written in Prolog or Java language. Then, such function is invoked by Prolog interpreter directly or by using JPL plugin for callbacks written in Java.
Callbacks in XTT2 are strictly related to attributes. Each attribute can have two callback functions assigned: input callback and/or output callback. The input callbacks are used for retrieving attribute value from outside system when value of an attribute is not defined. Thus, this type of callback function can modify a knowledge base. In contrast to input callbacks, the output callbacks cannot modify state of the system and are used only for presentation purposes. The order and time when a callback is invoked is determined by inference algorithm and cannot be redefined. The example below depicts the definition of input callback and attribute to which is assigned:

```
xcall ask_console_symbolic: [AttName] >>> ( 
  alsv_domain(AttName,Domain,symbolic),
  write(‘available answers are ‘),
  write(Domain), nl,
  write(AttName), write(‘: ‘), read(Answer),
  (member(Answer,Domain) ->
    (printout t ?name “ has a bad age value.”))
)
```

This callback function invokes dialog allowing user to provide value of an attribute. The example of such dialog is depicted in Figure 5. The list of possible values is created according to attribute type. The definition of the attribute weekday type can be found in Section 4.2 in paragraph Constraints.

### 4.3 Rule semantics

**Ordered structures** CLIPS facts defined by using deffact construct are also called non-ordered facts. This is because the fact structure consists of fields that are referred by named slots. Additionally, CLIPS provides an ordered facts which encode information positioned in a fact but which field contains the data. The first field of an ordered fact specifies a relation that applied to the remaining fields in the ordered fact e.g.:

```
(father-of jack bill)
```

This fact defines that bill is the father of jack.

The current XTT2 method does not provide any concept with similar semantics. ALSVF(FD) provides support only for complex types, where properties of object are referred by attribute function.

### Rules properties

The way, a rule is processed by CLIPS can be modified by changing rule properties. CLIPS provides support for two properties auto-focus and salience.

The auto-focus property allows an automatic focus command to be executed whenever a rule becomes activated. If the auto-focus property for a rule is true, then a focus command on the module in which the rule is defined is automatically executed whenever the rule is activated. This property can be used for defining rules responsible for values validation:

```
(defrule VIOLATIONS::bad-age
  (declare (auto-focus TRUE))
  (person (name ?name) (age ?x&:(< ?x 0)))
  =>
    (printout t ?name " has a bad age value."))
```

The above rule is activated whenever the VIOLATIONS module receives focus and checks if all the person facts accessible in that module have correct value of the slot age.

The salience property allows for assigning a priority to a rule. This property is a part of conflict resolution mechanism, which uses a salience value for determining order of rules to be fired. Rules with higher value have precedence to be executed.

XTT2 does not provide any rules properties directly. However, the ALSVF(FD) logic defines the decision component (table) as follows:

```
t = (r_1, r_2, . . . , r_n)
```

This means that rules placed in an XTT2 table are ordered. The inference engine uses this order for determining precedence of rules evaluation and execution. This precedence can be changed by moving rules in the table.

This behavior corresponds to CLIPS salience rule property. However, XTT2 forces the different values of rules priority in contrast to CLIPS that allows for rules with the same priority. This is why, the XTT2 method do not provide conflict resolution strategies.

### 4.4 Rule processing

**Facts maintenance** Any modification of KB in CLIPS that is done by using commands like assert, retract and modify, executes a pattern-matching algorithm which attempts to match rules to the current state of the system (as represented by the fact-list and instance-list). Each rule that has satisfied their conditional part (LHS – Left Hand Side) with respect to the modification is activated for execution. CLIPS allows non monotonic inference because each rule firing may again modify the KB. This inference process continues while KB is being modified. During this time, any rule can be activated and executed many times.

As it was mentioned, the XTT2 knowledge base contains a constant number of attributes (facts). The only modification that can be made is changing of the attribute value. However, in contrast to CLIPS, such modifications of the KB do not execute pattern-matching algorithm in order to find the rules that have satisfied their conditional parts against to a new system state.

This behavior is deliberate and follows from the method assumptions. According to this assumptions, the user defines the functional dependencies between attributes (links between tables). Thus, if a rule should be checked for execution when a value of an attribute is changed, then a user must define an appropriate dependency. This allows for optimized rule activating and more advanced inference control in comparison with CLIPS.
5 Summary

The main focus of this paper is to compare XTT2 with the CLIPS language. The scope of the provided comparison covers only the basic CLIPS language elements. In fact, the CLIPS language provides fully object oriented syntax called CLIPS Object Oriented Language (COOL). However, in the context of this paper the COOL syntax has not been taken into account. This paper tries to identify differences between these two languages in terms of the following aspects:

- Rule Base — differences related to knowledge maintenance and representation,
- Rule syntax — comparison of the languages expressiveness,
- Rule semantics — differences in knowledge interpretation,
- Rule processing — issues related to different knowledge evaluation and processing.

As it can be concluded from this paper, expressiveness of the XTT2 language (in comparison with CLIPS) is limited in each of the considered aspect. What is more, this paper shows that the ALSV(FD) logic, on which XTT2 is based, has also several limitations. On the other hand, in contrast to CLIPS, the XTT2 language provides strong underlying formalism playing a key role in rule interoperability. Due to the fact that CLIPS language is only a programming solution, a definition of an efficient CLIPS-based knowledge interchange cannot be done. This is why, the extension of both the ALSV(FD) logic and XTT2 is a must in order to define an unified and formalized knowledge interoperability method. This extended formalism will allow for preserving rule semantics during interacting. What is more, this method is intended to be supported by tools.

We selected the CLIPS language because it is considered to be successful in the Artificial Intelligence research community and have been used for many AI software projects. What is more, similarly to CLIPS, the XTT2 language is intended to be rule-based systems modeling method in their classic form. On the other side, the current application of rules (Business Rules) differs from the classic systems. One of the most important difference lies in different rule types. The classic systems usually provide only one rule type called production rule, while the BR-based languages provide five rule types: Denotic Rules, Derivation Rules, Integrity Rules, Reaction Rules and Transformation Rules. This rule classification is based on the specific rule properties (e.g. monotonicity of KB modification) and purposes (e.g. reaction on events). We do not discuss the differences between these types in details, because this is out of scope of this paper. These five types of Business Rules slightly extend the semantics of the production rules. Nevertheless, each type of Business Rule can be represented in classic rule-based systems using the production rules. This is why, despite the classic nature of CLIPS or XTT2, these languages can also be used for BR modeling.

The mentioned in Section 2. methods for rule interoperability (e.g. RIF) try to take rule properties and purpose into account. This is why, such a language is divided into so called dialects. RIF provides two standard dialects for rule representation: BLD (Basic Logic Dialect) and PRD (Production Rules Dialect). In general, the BLD and PRD dialects divide rules into two types: allowing for monotonic and non-monotonic changes in the Knowledge Base. In terms of BR types, usually the Derivation, Denotic and Transformation rules can be expressed in the BLD dialect while remaining in the PRD dialect.

Working on extension of XTT2 and ALSV(FD), the different types of rules will be taken into account and different formalisms will be provided. We assume, the unified rule representation model will be based on the Attribute Logic. However, this issue will be elaborated in details in the future work.
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1 Introduction

Knowledge-based systems (KBS) engineering still constitutes an effortful, expensive task in terms of development time and costs; also, the focus often is on knowledge base development whereas UI design, creativity/experimentation, or even formal usability evaluation are considered rather lower priority task—if considered at all. Probably due to the numerous benefits of web-based systems, an increasing number of knowledge-based/expert systems seems to be developed for the web. However, such systems apparently often are being developed for quite specialized contexts in a rather ad hoc manner and not (re)using (neither providing) any patterns or best practices especially regarding the UI/interaction design. Amongst the reasons for this may be the lack of research—c.f. Duan et al. [9]— and tool support for encompassing KBS development, i.e., particularly integrating UI design and usability evaluation. An important premise for creative KBS (UI) development, for reusability of existing solutions and their usability-related evaluation is the availability of an affordable development methodology and tool. With regards to general KBS development there exist various software tools—such as JavaDON [15], or KnowWE [6]—as well as development methodologies—e.g., CommonKADS [14], or the Agile Process Model [5]. Yet, such approaches mostly focus on knowledge base design and evaluation. In contrast, we propose ProKEt as tailored development tool for web-based KBS that seamlessly couples agile KBS development—with particular focus on UI/interaction design—with semi-automated usability evaluation activities; therefore, the tool particularly supports Template-based Extensible Prototyping—a tailored form of evolutionary prototyping—and fosters reuse of existing KBS solutions. Concerning usability evaluation—specifically collecting click log data—there exist a vast range of both research-based and commercial tools; however, those mostly need to be separately installed and configured. In contrast, ProKEt seamlessly integrates appropriately tailored evaluation mechanisms.

In Section 2, we propose Template-based Extensible Prototyping in more detail. We then introduce the KBS engineering tool ProKEt in Section 3 for practical support of the described, tailored prototyping approach for KBS. In Section 4, we report experiences with the approach and the tool during current projects. We conclude with a summary of the presented research and an outlook on prospective future work in Section 5.

2 Template-based Extensible Prototyping

Evolutionary prototyping—see e.g. [7]—in particular evolves mature prototypes continuously into productive systems; yet the process, until a productive stage is reached may be quite lengthy.

Template-based Extensible Prototyping (TEP) We propose Template-based Extensible Prototyping (TEP) as a tailored form of online evolutionary [7] prototyping that additionally re-uses certain template or pattern sets for accelerating development. In contrast to basic evolutionary prototyping, TEP particularly focusses on the anytime production of functional systems. TEP basically consists of the two stages pure prototyping, and productive prototyping; consequently, it results in two types of prototype artifacts: An interactive, potentially slightly stripped-down user interface prototype (pure prototype), that can be transferred into an entirely productive, non-prototypical system with no effort. In the context of KBS, we think of pure prototypes as a specific excerpt of the system that mirrors only the core KBS specific UI and interactions, but not yet contains general required functionality such as session persistence or login mechanisms. In the productive prototyping stage, the pure prototype is transferred into a productive system by associating it with the respective knowledge base and aforementioned add-on functionality. For a detailed introduction of basic Extensible Prototyping and how it can be integrated with agile KBS development, see [12]. The additional usage of proven KBS solutions in the form of templates further enriches Extensible Prototyping by fostering efficiency and affordability as copying & and adaption/extension can be exploited. Templates thereby are applied directly at the pure prototyping stage when developing the UI of the prototype and future system, respectively. The range of templates should encompass more generic, system-level templates—e.g. for the entire framing UI design—to fine granular templates—e.g. for single UI elements such as buttons or the representation of questions and their answer alternatives. We propose a set of (system-level) templates derived from the presented research and an outlook on prospective future work in Section 5.
from practical project experiences in the next section. Besides from UI templates, knowledge patterns—for creating the knowledge base, such as proposed in [13]—are an opportunity for further leveraging the overall KBS development process.

Due to the application of reusable UI/KBS templates where reasonable and due to the deliberate exclusion of certain system aspects, pure prototyping becomes an affordable and straightforward task—even the more when TEP-tailored tools such as ProKEt, see Section 3, are available. Thus, it particularly supports the development of multiple alternative KBS prototypes in parallel and/or to develop in a highly iterative manner. Also, a more creative, experimental KBS design process is fostered, as e.g. novel KBS UI forms can be experimentally tried out while there is no need to deal with selecting—or newly developing—the appropriate required knowledge representation immediately. It can be argued, that template-based development and using a specific and thus potentially restricted tool could rather hinder than unfold creativity; there, we argue that it is no strict prerequisite to always make use of all or even any existing templates, but they are more to be seen as additional option to accelerate development in cases where system requirements and framing conditions are similar. Moreover, we claim it a major important feature of such template sets to be assembled of modular entities that built on each other and can be most easily extended; this allows for reusing just the templates that match the given requirements (and save time and efforts) and to get creative with other parts. Regarding template selection, this is currently intended as a manual process, depending on the project requirements and on the experiences of the knowledge engineer; however, we also plan to further enrich the approach with a template selection KBS which could—based on some entered framing properties—propose and setup the most appropriate template for a given context. Further, the affordability of frequent iterations supports usability-oriented development both implicitly and explicitly. Implicitly, as iterative development most often naturally detects shortcomings and flaws of the system which are more likely to be refined the more development iterations are performed. Explicit usability support is provided, as it becomes possible to create several alternative pure prototypes—which, as described above, exhibit a mature UI and the core interaction—and to formally evaluate them in a straightforward manner under quite realistic framework conditions. Due to the possibility to create alternative prototypes by simply adding adapted/other knowledge bases to the pure prototype, both UI and knowledge base can be assessed and refined in a highly iterative and visual manner.

**Exemplary KBS UI Templates**  Due to practical experiences in past and current KBS projects, several system-level templates for web-based KBS could be identified. The **Questionary** style displays questions in resemblance to paper-based questionnaires. Two exemplary realizations of the Questionary template are shown in Figure 1, A (1-column style) & B (3-column style). For a more compact UI, the **Daily** template was developed; an exemplary 3-column Daily prototype is depicted in Figure 1, C. There, questionnaires and their included questions form a column-wide, visual entity similar as in common newspapers. Both Questionary and Daily style can be applied for documentation KBS—where the focus is on collecting data uniformly and correctly—as well as for consultation KBS—that derive one or several solutions based on the user input provided for the questions. Questionary and Daily style are introduced somewhat more elaborately in [12]. As an example for an efficient, skill-building KBS UI, we propose the iTree template, particularly apt for clarification consultation KBS—i.e., systems, where only a single issue is rated. An exemplary implementation is shown in Figure 2, A. The core issue as well as the questions—a tailored form of yes/no questions with additional value neutral/uncertain—that determine the core issue rating are presented in a hierarchical, tree-like manner. The core issue rating is derived from its top-level questions—placed directly underneath the core issue and are interactively and recursively navigable. We refer to [10] for a more detailed introduction of the iTree. Also applicable for clarification KBS, yet also for multiplex consultation KBS—where one issue/solution out of a potentially extensive set of solutions is to be derived due to the provided input—is the One-Question template. An example is shown in Figure 2, B. It basically aims at closely imitating a conversation between the system and a user by always presenting only the one appropriate next question at a time. The intention of such a strict conversational style is to ease the interaction as that way the user can always fully concentrate on the current question at hand, letting the KBS guide the problem solving workflow. In [10] also more details on the One-Question style are given. Of the proposed templates, so far only iTree and One-Question contain explanation modules, i.e., parts of the UI where the results of the KBS session are displayed and explained—in iTree above the tree part and in One-Question above the main, conversational question display panel. This is mostly due to the fact, that Questionary and Daily style were so far only applied in the context of documentation KBS where no solutions/diagnoses/explanations are required; nevertheless, there exist rough, alternative Questionary prototypes that also include prototypical explanation modules realized, e.g., as additional side panels.

### 3 ProKEt: Practical KBS Development Support

ProKEt is a tailored Prototyping and Knowledge systems Engineering tool for web-based documentation and consultation KBS; it additionally provides support for various usability evaluation activities and fosters Template-based Extensible Prototyping (TEP). Pure prototypes are constructed in ProKEt by simply specifying a certain template name—e.g. oqd for the One-Question template—when defining the prototype-knowledge in a tailored XML format; then ProKEt automatically selects the required system-level and subtemplates and assembles them into a KBS prototype (pure prototyping). Templates thereby are defined by using the StringTemplate [4] technique, whereas the specific design/styling of UI elements is mostly done by separate CSS; relevant core interactivity—e.g., value abstraction—which needs to be imitated in pure prototypes is realized by JavaScript and is included automatically. When switching to productive prototyping, the basic KBS framework remains the same, making productive prototyping as easy as linking a productive knowledge base and potentially slightly adapting the base specification regarding, e.g., the CSS to be used. ProKEt currently supports exclusively d3web [1] knowledge bases which allow for defining a vast range of knowledge representations, such as (heuristic) rules, decision trees, or set-covering knowledge. This straightforward pure-to-productive prototyping switch is supported for a bunch of basic KBS templates—as summarized in the previous section—out of the box. Thus ProKEt allows for a straightforward and affordable prototyping and engineering process in cases where framing conditions and system requirements are similar. Yet, also creativity is fostered, as existing templates and/or style files can easily be adapted or even completely rewritten, whereas the ProKEt framework—that finally assembles prototypes and productive KBS and enriches them by the required interactivity—needs not to be altered normally. For a more
extensive introduction of particularly the agile prototyping and engineering process with ProKEt and a detailed description of the tool, see [12]. It has to be noted, that when used as a prototyping environment alone, ProKEt (is not intended to and) does not provide any way to create (d3web) knowledge bases. However, when additionally using the semantic wiki KnowWE [6] for knowledge base development, both UI front-end and KB back-end can be developed in a tightly interconnected manner: Changes made to the knowledge base in the wiki can directly be deployed to the ProKEt artifact by a simple button click, making the changes immediately visible in the UI, which in turn eases the direct investigation of the recent changes and the potentially resulting side-effects regarding the UI.

Regarding usability, ProKEt directly offers integrated functionality to perform usability evaluations. This fosters the seamless integration of more or less extensive or formal evaluations into the KBS development process. Therefore, ProKEt basically offers quantitative and qualitative data collection mechanisms, which can be added for both prototypes and productive KBS by a simple property in the knowledge specification. As a result, e.g. questionnaires are included within the prototype UI and/or click logging is activated. Thus, developers can setup and conduct various evaluation scenarios and assess the current development state in a favorable way any time. Regarding quantitative data, ProKEt provides a tailored, mouse click and keyboard event logging mechanism that records all relevant actions during KBS usage sessions. Based on that data, ProKEt furthermore automatically calculates a bunch of known usability metrics—such as Success Rate, or Average Task Time. For qualitative data collection, ProKEt supports both the integration of form-based questionnaires/surveys—standard measures as e.g. the SUS [8] are provided out of the box, yet own questionnaires can be integrated equally easily—and of anytime feedback—a mechanism for collecting free user feedback at any time during a KBS session. All recorded data—quantitative as well qualitative—can be exported to a standard CSV format for further processing e.g. in statistical software. For more details on ProKEt’s usability extension, see [11].

4 Case Studies

Several current projects so far showed the general applicability as well as the value of the Template-based Extensible Prototyping approach and the ProKEt tool.

Mediastinitis The Mediastinitis Registry [3] is a german national project for improving patient care in a cardiac medical context. Therefore, certain medical data are collected and statistically evaluated as to develop appropriate future treatment strategies—for more details, see [12]. For best supporting data entry by the medical staff, a knowledge-based documentation system was implemented. Based on a first specification of the underlying knowledge, the first prototype—Figure 1, A—was created; based on that, ProKEt allowed for creating also the two alternative designs in a straightforward manner by just adapting the respective UI templates and style files, and linking them with the existing knowledge. Thus the entire KBS framework, that was working for the first prototype, was reused, which greatly shortened the development efforts required for the UI alternatives (shown in Figure 1, B & C). After selecting the prototype fitting the requirements and expectations of the medical doctors best—Figure 1, B—a productive knowledge base was created and included with the chosen prototype UI (productive prototyping stage).

In the further course, one of the doctors from the project reviewed the respectively current prototype by entering exemplary cases; the required adaptations—both regarding the knowledge base and its representation in the UI—were made in a timely manner and the expert continued reviewing the adapted prototype; thereby, the possibility to adapt UI and knowledge base separately from each other, but immediately re-merge them into new productive KBS for further reviewing was particularly valuable. This highly iterative process allowed for detecting and removing several non-obvious flaws regarding both knowledge base and UI, and thus for improving the system’s overall usability.

EuraHS EuraHS [2] is a project of the European Hernia Society (EHS) with the goal to improve patient care and increase knowledge regarding abdominal wall hernia surgery. Similar as in Mediastinitis, relevant data is to be collected and statistically evaluated; due to the similar basic framing conditions and application context, the first EuraHS prototype could be quickly built by (re)using the basic Mediastinitis prototype framework and just adapting the initial, exemplary knowledge specification. Based on that prototype, a first phase of iterative development began, where the expert participation remained passive, as he reviewed the respective prototypes and just reported what to refine. However, once the knowledge was transferred into a productive d3web knowledge base—starting the productive prototyping process—the expert was enabled to actively participate in the further development. This was possible due to the mechanism to immediately deploy adapted knowledge to the dialog system via the direct linkage between the knowledge base development tool KnowWE [6] and the dialog UI. This extensive expert participation was perceived highly beneficial as it led to a high satisfaction on the side of the expert due to his active involvement and resulting identification with the system; it further saved time and efforts, as on the one hand the expert knowledge was formalized in an unsophisticated manner and thus contained less flaws, and on the other hand the parallel development of KBS/UI (university team) and KB (expert) led to quicker overall results. The highly iterative process again enabled many KB and UI refinement cycles, thus enhancing the overall quality of the system. The final EuraHS implementation is quite similar to the final Mediastinitis system—c.f. Figure 1, B—however enhanced by several additional features including image questions (where answers can be selected visually) and a more comprehensive mechanism for flexibly fading in and out parts of the UI depending on already provided answers. For a more detailed description of EuraHS, see [12].
JuriSearch  

JuriSearch was started in 2012 as a cooperation between the university of Würzburg and the RenoStar corporation and aims at building a freely accessible, web-based knowledge-based system for the legal domain for various topics, such as right of cancel- 
cellation or the law of tenancy. The target system is intended to in-
tegrate both a standard consultation (entrance) module—helping the 
user to preselect the specific problem definition—and various clar-
ification modules for each potential problem—which then validate 
the concrete rating of that issue. Target users range from legal lay-
men—searching for a basic understanding/estimation of their case to 
(fresh) lawyers seeking for guidance regarding legal (sub)domain(s) 
that are not exactly their special field of work. So far, the focus lay on

the clarification modules each of which rates exactly one distinct core 
issue, e.g. “Was the cancellation legally correct” (labour legislation 
domain). Initially, we experimented with two alternative yet distinct UI forms: An iTree implementation, depicted in Figure 2, A, and a 
One-Question UI, depicted in Figure 2, B. Therefore, first an iTree 
prototype was implemented based on a rough specification of the un-
derlying knowledge. The possibility, to create various prototypes by 
simply exchanging the knowledge specification again proved valu-
able, as that way the prototypes could be reviewed highly iterative 
by a RenoStar staff member; this strongly supported the refinement and correction of both the underlying knowledge but also its most 
appropriate UI representation. ProKEt further allowed for creating 
the alternative One-Question UI in an affordable and timely manner in parallel to the iTree development. Based on those two alternative 
prototypes, so far several comparative assessments were performed. 
As first goal of the studies, it was assessed whether the iTree or the 
One-Question UI style were more suitable—if any—for the target 
context in general; there, the results of the studies indicate, that for 
the specific context of legal clarification consultation—a domain of 
the highest expertise which needs to be mirrored adequately yet under-
standably by the KBS—the iTree is perceived more suitable and in-
tuitively usable than the One-Question UI. Elaborate details on that 
study can be found in [11]. Furthermore, studies were conducted as 
to assess two distinct alternative knowledge base structures for the 
iTree style—one adhering to a legal specialist deduction scheme, the 
other specifically intended to provide more guidance and overview 
for legal laymen users; there, so far no significant distinction could be 
identified whether one scheme works better than the other. How-
ever, both the knowledge base as well as the UI could be drastically 
 Improved by refining them according to the respective insights and 
user comments gained in the user studies.

5 Conclusion

For leveraging the issue of a lacking integration of UI-related cre-
ativity and usability activities in KBS current development, we pro-
posed Template-based Extensible Prototyping as KBS development 
technique that despite originally being developed specifically for the 
KBS-domain may as well be applicable in general software engineer-
ing. For practical support of the approach, we introduced the KBS en-
gineering tool ProKEt and we reported case studies that showed the 
applicability and value of the approach and tool. Regarding future 
work, current and upcoming projects raised the need for extending 
the collection of KBS classes and UI templates supported by ProKEt. 
Also, integrating mouse tracking mechanisms as addition to the ex-
isting click logging seems promising as to gain even more detailed 
insights regarding the UI usage evaluation. Equally, an automated, vi-
ual evaluation aid—that compares the solutions derived by the users 
with the correct solutions—could strongly support usability related 
evaluations. Further, a more formal classification of existing KBS 
types and respective suitable UI styles/interaction forms—e.g. in the 
form of a KBS pattern catalogue or also an interactive pattern selec-
tion KBS—could enrich the overall approach; thereby, the combina-
tion of UI templates/patterns and KB patterns [13] seems promising 
for encompassing, reusability-enabling KBS development.
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Towards Collaborative Knowledge Engineering for Improving Local Safety in Urban Environment

Antoni Ligeza and Weronika T. Adrian and Przemysław Ciężkowski

Abstract. Web systems supporting collaborative knowledge engineering have attracted much attention recently. By using social software techniques and attractive yet simple user interface, the motivation of users increases and the process can be significantly improved. The willingness of community to invest their time as well as mutual encouragement can be achieved when users are convinced that their contribution is important and useful. We propose a social platform called Social Threat Monitor (STM) aimed at improving safety of local communities in urban environment. The main assumption of the system is the collaboration of users to build and maintain a knowledge base about threats in their neighborhood. Knowledge gathered in the system can be used by the citizens as well as local authorities and police. The system supports collaborative knowledge engineering and management using semantic methods and a GIS component.

1 Introduction

Web-based information systems are used for gathering, storing and processing diversified information for various purposes. In Web 2.0 era, users can actively participate in building such systems. Projects such as Wikipedia have shown that collaborative knowledge acquisition (KA) and management (KM) can be successful if people see the importance of the project and the KA process is relatively easy. Mechanisms such as voting, commenting and discussions increase the possibility of building reliable and useful knowledge bases. Semantic technologies enable adding metadata to regular content and facilitate automatic knowledge extraction and processing [3].

In this paper, we present a Web-based system for collaborative knowledge acquisition and management. It is a thematic portal which aims to gather knowledge about threats of various kinds in local environment. This information may be used by citizens as warnings and by local police as notifications. The system is being developed within the INDECT project: “Intelligent information system supporting observation, searching and detection for security of citizens in urban environment” [2]. The original contribution of this paper consists in presenting the collaborative knowledge engineering (KE) possibilities including knowledge exchange with external sources with use of a dedicated Application Programming Interface (API).

The paper is organized as follows: In Sect. 2 the motivation for this research is given. Sect. 3 provides an overview of the system functionality, user interface and implementation. Mechanisms applied to facilitate KE with the system are discussed in Sect. 4. The API of the system is presented in Sect. 5. Related work is outlined in Sect. 6 followed by a summary in Sect. 7 and future work in Sect. 8.

2 Motivation

The aim of the Task 4.6. of the INDECT project is to develop a system for distributed knowledge acquisition and management with GIS [9] integration. The research is motivated by a hypothesis that local communities can effectively collaborate to build a useful knowledge base about threats in the neighborhood that can be used by both the citizens and local services or police. A system promoting collaborative knowledge acquisition and management should improve the communication between the citizens and the services, encourage cooperation within the community and thereby improve the local safety.

A social software platform facilitate collaborative knowledge engineering in an unintrusive way. Pieces of information shared by different persons are insignificant alone, but connected make a rich diversified picture. In popular social software platforms, people build personal knowledge bases half-consciously by acknowledging things and events shared by friends or “followed” people. We want to leverage this dynamics and develop a system that would provide useful information while seamlessly integrating with daily life.

Within the INDECT project, several prototypes have been developed [2, 5], each of which constitute a information silo Web-based application. We claim that it is necessary to extend the existing prototypes to be more flexible and better adapted to knowledge interoperability. Knowledge gathered in the system should be easily exchanged with other applications that can use its data to process it in an arbitrary way (custom notifications, aggregation, statistics).

3 System Overview

The main goal of the system is to serve as a distributed knowledge acquisition system for data, information and knowledge provided by citizens, as well as to enable knowledge management and exchange. Principles and a conceptual model of the system have been described in [4]. The general idea of the system can be observed in Figure 1. The input data, in general, may be composed of: a text description of a threat, its spatial location, and multimedia documentation. The data, stored in a relational database equipped with spatial features, should be presented to the audience in a combined visual and textual form. The system provides means for searching, filtering, aggregation and grouping information for users, according to their preferred form and level of detail. The threats can be presented in a convenient and transparent way as icons on the map, in reports or notifications.

To enhance the automated knowledge processing of the system, semantic technologies for GIS were analyzed and discussed in [6]. The semantic research thread lead to the development of a prototype described in [5] which investigates the integration issues of databases and ontologies. In the ontology, the general categories of threats were stored, whereas in the database the actual data about selected areas in
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particular time were located. This prototype provided interesting insights and ideas for future investigations. However, for the INDECT purposes, more lightweight semantics and reasoning has been chosen. Three systems, referenced in [2] use lightweight reasoning and metadata annotations of threat such as simple tags. In the newest prototype [2], codenamed Social Threat Monitor (STM), only basic metadata annotations of threat such as simple tags. In the newest prototype [2], codenamed Social Threat Monitor (STM), only basic metadata annotations of threat such as simple tags.

Summary of improvements with respect to the previous implementations can be found in [1].

The following groups of users are defined in the system:

**Guest** is a user with the anonymous web account. He is able to use basic features of the application. In order to gain more privileges, a guest need to register and log in into the system.

**Member** is a user with registered account in the system. With this account user can add threats, manage his own threats, comment and vote threats of other users and edit his profile.

**Services User** is a special account with features helping threats monitoring.

**Moderator** is a special account with features helping threats monitoring.

**Administrator** is a user with full access to threat records, able to ban users.

Main part of application is the map (see Fig. 2) that covers all space user have and resize immediately when needed. The interactive map implemented with use of AJAX technology – Asynchronous JavaScript and XML – provides easy and quick reloading as few times as possible. Because the URL does not change when only partial reloading is done, the identification of the state of the map (visible location or threat) is done with hashing (every time map position is changed or other action is performed, the hash changes).

The map have two editing modes: for browsing and adding threats. Mouse events are treated adequately to the mode. The map locates the user’s position, but it can be moved (with mouse or keyboard) and zoomed (with mouse scroll or scroll on the left on the map).

Users browsing the system can immediately view short threat details (votes, one picture if available, number of comments and quick edit link). Voting is available only for registered users, but anonymous are able to see how many votes the threat got. Full gallery, list of tags and all comments are available on new page for each threat.

Top menu toolbar allows the user to toggle options of the login panel. If a user is already logged in, the login link is replaced with his account name and five options: 1) Profile (where the user can change account settings), 2) Logout, 3) Threats (where the user can list all threats, last added threats, top reliability threats and most dangerous threats), 4) Language (which allows user to change site language) and 5) About Indect – which is a link to the INDECT project page.

Most of the functionality is available from the left menu: (1) adding threats, including selecting area for a new threat, (2) browsing map by location, and (3) searching for threats using various filters. Each section of the left menu can be shown or hide.

The system has been implemented using widely-accepted, cost-free Web technologies: HTML, CSS, JavaScript, jQuery, Google Maps API version 3 and the Django framework (for details see [2]). It has been deployed on a dedicated server and is available at: [http://vigil.ia.agh.edu.pl](http://vigil.ia.agh.edu.pl). In the wiki system there is a short description of the system, as well as user and admin manual.

### 4 Towards Collaborative Knowledge Engineering

**Semantic annotations for the threats** The basic piece of knowledge in the system represents a single threat. Each threat may be described using a set of attributes, such as: geometry – the information about the shape and the location of the danger, name, category – each danger is assigned to one category, comments – all logged in users may post their comment on the danger info, severity – a number telling how severe the danger is, reliability – a number telling to what degree the information is reliable, photo gallery – a relation to an object being a set of pictures illustrating the threat, date added – when the information has been added into the system, modification date – when the information has been last modified, and tags – in order to search for interesting information.

**Tags** Tags are non-hierarchical keyword or terms that describe an object, specifically a threat. One threat can be assigned several tags. They help searching and categorizing threats. Threats are tagged while adding by user. Well tagged threats are more reliable for other users and usually get more votes.

**Categories** Categories constitute a hierarchical way of describing threats. One threat has one category, but categories can contain many threats. Categories are organized into a tree structure. The root of the categories is not visible on site. There is no children limit for...
categories. As relational databases are not designed for storing hierarchical data, retrieving category and its all parents with use of procedural SQL is complicated. Also, fetching the whole tree requires additional operations after database query execution. To solve this problems in STM, Nested Set Model was implemented through django-mptt module. It provides an efficient way to retrieve categories from database. Modifying the tree is more complicated, thus slower, but it is only possible for admin user and rarely executed.

User Groups Except for categories for threats, the users can also be grouped. Groups allows to publish threats for specified users. When adding a threat, a user (who is at least in Services group) can decide if the threat will be public or visible only for selected groups. This solution allows special groups have their own threats that will never be published for all system users.

An exemplary use-case has been presented in [3]. In this use-case, three police departments cooperate on an investigation. However, each group has their own sub-investigation and landmarks important to these investigations can be marked on map and visible only to selected users.

5 Towards Interoperability: the System API

Parts or the system data can be imported and exported to JSON, XML and YAML formats. In order to enable export of knowledge for further custom processing and import from another knowledge base, a simple Application Programming Interface (API) has been developed. Standardized knowledge representation using attribute-value pairs describing threats allows for using the system knowledge in various semantic applications (where triples of the form: object-attribute-value or subject-predicate-object are used). External systems can communicate with STM and use it as a web service. The API is available over HTTP protocol: http://application.url/api/method_name/.

API access and exchange format Part of the functionality of the Social Threat Monitor is available for external applications without authorization. For instance, by preparing an appropriate request conforming to the system API one can get all the threats defined for a given location or filter. In order to use the whole functionality, including adding threats to the system, the application must be authorized. Its use must be defined in the STM and assigned to the API group.

The API uses POST requests and HTTP cookies. All responses are in JSON format. Each successful request returns HTTP 200 header and the 400 header is returned, if a method does not exist. Moreover, if an anonymous user wants to access a method that requires authorization, a HTTP 401 header with appropriate content is returned.

Methods The system API provides three basic methods: 1) logging in, 2) adding a new threat, and 3) retrieving existing threats. Each method accepts arguments that must be sent using POST or COOKIES. Below, the methods with required (marked with an asterisk "*") and optional parameters are presented:

1. Method login:

Description: A method allowing to log into the API.

Parameters:

- *POST:
  - *username: string – user’s name.

2. Method add:

Description: A method allowing to add a threat.

Parameters:

- **POST**
  - *title: string
  - *description: string
  - *latitude: float
  - *longitude: float
  - *category: int
  - *scale: int from range [1, 10] (severity of the threat)
  - *date_end: int from range [1, 3] (the number indicates how many months a threat is active)
  - *tags: string – tags separated with comma
  - *group: array (int) – group ids for whom danger will be shown (empty for "all groups")

- **POST**
  - *sessionid: string – session id returned in login method

3. Method threats:

Description: A method allowing to get filtered list of threats.

Parameters:

- **POST**
  - *polygon: string – string of coordinates
  - *tags: string
  - *category: int
  - *date_start: string
  - *date_end: string
  - *scale: int
  - *votes: int
  - *comments: string
  - *images: string
  - *latitude: float
  - *longitude: float
  - *description: string
  - *title: string
  - *category__title: string
  - *category__img: string
  - *image__img: string

An example response:

```json
Listing 1. Response to threats method on success.

```
8 Future Work

The approach to semantics representation now used in the STM can be extended. Currently, only basic semantics is represented with use of tags and categories. They are closer to the model of folksonomies, where users provide custom tags that can be a foundation for a simple hierarchy of categories. A possible direction of future work is to refactor the hierarchy currently existing in STM with the use of a selected OWL 2.0 profile. All of the important relations should be identified and formalized. This will allow for having a complete formal model of the threat ontology. It is also planned to work on the rule-based engine [1] to manage and customize output channels.

Although the system works in a regular Web browser and thus can be accessed from any mobile device that has a browser, further adaptation for smartphones is planned. In particular, the system should use the GPS embedded in mobile devices to facilitate adding threats.
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