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The authors present an interesting work that extends their previous contribution on
semiparametric Bayesian networks to a more general class of models, namely hybrid
Bayesian networks, in which discrete (or categorical) and continuous variables coex-
ist. The proposal consists of extending conditional linear Gaussian (CLG) networks
by allowing some of the conditional densities in the model to be represented by a
conditional kernel where some of the conditioning variables can be discrete or cate-
gorical. This is achieved by considering a different conditional kernel density for each
possible value of the discrete/categorical variables. In practice, this is equivalent to
treating the discrete variables as categorical, in the sense that their possible values do
not explicitly appear in the closed-form formula of the corresponding kernel density.
This is also the case of other formalisms for representing hybrid Bayesian networks,
like the above-mentioned CLG networks and mixtures of truncated basis functions
(MoTBFs) (Langseth et al. 2012).

The proposal in the paper is able to determine which densities are better represented
by aCLGor a conditional kernel density, and therefore, the resultingmodel inherits the
good properties of CLG networks in what concerns the estimation of both parameters
and network structure fromdata. Regarding the estimation of the network structure, the
semiparametric hybrid Bayesian networks also inherit the limitation of CLGs, more
precisely, the restriction that conditional densities of discrete/categorical can only be
defined given other discrete/categorical variables, but not other continuous variables. It
means that discrete variables are not allowed to have continuous parents in the network.
Whether or not this restriction is important strongly depends on what the model is
meant to be used for. If the semiparametric hybrid Bayesian network is assumed to
be a classifier (Pérez et al. 2006), it is not problematic. However, if the links in the
network are expected to have a causal meaning, then it can be problematic, as some
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causal relationships could not be represented (namely those in which a continuous
variable is the cause of a discrete effect).

Perhaps the proposal could be enriched by allowing the possibility of having dis-
crete variables conditional on continuous ones, using logistic regression or softmax
functions to define the conditional model (Lerner et al. 2001). However, this would
result in difficultieswhen trying to solve some typical tasks like probabilistic inference,
as we will discuss later.

The authors propose to estimate the network structure by optimizing a penalized
likelihood score. I find the discussion about the optimization process useful and inter-
esting, especially the consideration about the risk of overestimating the goodness of
fit of a model when using kernel densities if the training data is also used for eval-
uating the score, since the elements in the training sample would cause some of the
KH functions to be evaluated at their maximum. In order to avoid this, the authors
proposed a cross-validated computation of the score.

An important issue when using kernel densities is the complexity of the resulting
model. This is especially important within the context of Bayesian networks, which are
commonly employed in high dimensional settings and/or in large sample problems,
including streaming data. The case of streaming data is particularly problematic for
kernel densities, since the sample size is continuously growing and thus the size of the
required kernel densities would quickly become unmanageable. Typically, the fact that
the sample incorporates new items thus requiring the estimation of the model param-
eters to be updated motivates that data streams are handled using distributions within
the exponential family (Masegosa et al. 2020) or at least models whose components
belong to the exponential family (Ramos-López et al. 2018).

Even in problems with limited sample size, the complexity of the kernel densities
can render them inefficient even for simple evaluations, as was already pointed out by
two of the authors in a previous work (López-Cruz et al. 2014) within the context of
multivariate densities, where it is shown that the evaluation time is dramatically higher
than the time required by MoP densities, while MoPs turned out to be as accurate as
kernel densities. A similar finding would probably hold for conditional densities as
well, and therefore, a comparison between semiparametric hybrid Bayesian networks
and MoPs (or MoTBFs in general) seems to be a relevant subject for future research.

A typical task carried out over Bayesian networks is probabilistic inference,
also known as belief update. Assume a Bayesian network over variables X =
{X1, . . . , Xn}. The goal of probabilistic inference is to compute the density of some tar-
get variable Xi ∈ X given that some other variables XE ∈ X take on value xE ∈ �XE .
In the case of a hybrid Bayesian network with unobserved discrete variables XD ∈ X
and unobserved continuous variables XC ∈ X , it amounts to computing

f (xi |xE ) =

∑
xD∈�XD

∫

�XC

f (xi , xC , xD, xE )dxC

∑
xD∈�XD

∫

�Xi

∫

�XC

f (xi , xC , xD, xE )dxCdxi
. (1)
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Computing the joint density f (xi , xC , xD, xE ) in Eq. (1) can be done efficiently
taking advantage of the factorization induced by the Bayesian network structure. How-
ever, it can still be a difficult task if conditional kernel densities are used. As an
example, consider a network with three continuous variables X , Y and Z and struc-
ture X → Y → Z . Assume we want to compute f (z) (i.e., XE = ∅). This is achieved
by calculating

f (z) =
∫

�X

∫

�Y

f (x, y, z)dydx =
∫

�X

∫

�Y

f (z|y) f (y|x) f (x)dydx . (2)

If, for instance, the three conditional densities in Eq. (2) are conditional kernel
densities, estimated from a sample of size N = 1000, the product would be, in the
worst case, a density with 109 terms. This complexity can be somewhat sidestepped
by using an approximate alternative. In that direction, the authors define a procedure
for sampling from the conditional kernel densities, so that probabilistic inference can
be carried out (even though in an approximate way) using Monte Carlo methods.

Besides the model complexity, the fact that two types of densities coexist (CLGs
and conditional kernels) also represents a difficult problem from the point of view
of probabilistic inference, as the result of multiplying both types of densities would
belong to a different class of distributions, i.e., the marginal in Eq. (2) would not
be a Gaussian nor a kernel. It would even be more problematic if logistic regression
or softmax models were adopted in order not to restrict the possible network struc-
tures. Altogether, these considerations suggest that future research on semiparametric
hybrid Bayesian networks might have good perspectives from the point of view of
probabilistic inference.

I congratulate the authors for their paper, since it provides useful insight on a
difficult subject where reaching a trade-off between accuracy and model complexity
is difficult to find. Finally, I would like to thank the editors of TEST for giving me the
opportunity to comment on this paper.
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