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#### Abstract

In this paper, we propose two new estimators of the multivariate rank correlation coefficient Spearman's footrule which are based on two general estimators for Average Orthant Dependence measures. We compare the new proposals with a previous estimator existing in the literature and show that the three estimators are asymptotically equivalent, but, in small samples, one of the proposed estimators outperforms the others. We also analyse Pitman efficiency of these indices to test for multivariate independence as compared to multivariate versions of Kendall's tau and Spearman's rho. © 2023 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license (http:// creativecommons.org/licenses/by-nc-nd/4.0/).
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## 1. Introduction

Spearman's footrule is a measure of association proposed by Spearman [36] for comparing pairs of ranks, that is closely related to Spearman's rho but has been scarcely used in practice. Both coefficients can be written in terms of copulas and share some interesting properties; see Nelsen [25] for a detailed description in the bivariate case and Genest et al. [14] for a further discussion - see also the recent contributions of Genest and Jaworski [13] and Beliakov et al. [3] for bivariate copulas. However, the generalization of these coefficients to measure multivariate dependence is not straightforward since, as Durante et al. [9] point out, the pairwise properties do not always carry over to three (or more) dimensions. In this setting, and due to the increasing interest in measuring multivariate dependence, several multivariate (theoretical and empirical) versions of Spearman's rho can be found in the literature; see, for instance,

[^0]Nelsen ([24], [26]), Dolati and Úbeda-Flores [7], Schmid and Schmidt [32], Nelsen and Úbeda-Flores [28], García et al. [11], Pérez and Prieto-Alaiz [29], García-Gómez et al. [12] and Liebscher [21], among others. By contrast, the literature on multivariate generalizations of Spearman's footrule is scarce. Úbeda-Flores [38] proposed a copulabased multivariate version of Spearman's footrule and Genest et al. [14] surveyed the scattered literature on this coefficient. Pérez and Prieto-Alaiz [30] fit the multivariate Spearman's footrule into the unifying framework of the Average Orthant Dependence (AOD) measures proposed by Dolati and Úbeda-Flores [7] and prove new results. More recently, Fuchs and McCord [10] provide further results on the best lower bound of multivariate Spearman's footrule and Decancq [6] introduces two indices of diagonal multivariate dependence whose average equals the multivariate generalization of Spearman's footrule in Úbeda-Flores [38].

Interest in Spearman's footrule is partly motivated by its simplicity of calculation and its robustness, which makes it more suitable than Spearman's rho in contexts where outlying observations are likely to occur, such as those encountered in Finance, Insurance, Welfare Economics, Hydrology or Environmental Science, for example. Because of its potential use to measure multivariate dependence in these areas and the scant existing literature on its estimation, a thorough discussion on the topic is required and this is the goal of this paper. In particular, we focus on the copulabased multivariate version of Spearman's footrule proposed by Úbeda-Flores [38] and further develop the problem of its estimation, beyond the succinct formula provided in that paper. ${ }^{1}$ To do so, we exploit that Spearman's footrule belongs to the class of AOD measures and resort to some results for this class in Dolati and Úbeda-Flores [7].

Our contribution is fourfold. First, we propose two new nonparametric estimators which are based on two sample versions of the AOD measures proposed by Dolati and Úbeda-Flores [7], and provide new insights on the estimator in Úbeda-Flores [38], which was the only one existing in previous literature. We prove that, in the bivariate and trivariate cases, one of our estimators coincides with that in Úbeda-Flores [38], but this coincidence does not longer hold for more than three dimensions. Moreover, we show that, under independence, this new estimator is unbiased regardless of the dimensions considered. Second, we demonstrate that the three estimators at hand are asymptotically equivalent, and we prove its asymptotic normality under milder conditions than those in Genest et al. [14], using a central limit theorem for non-degenerate $U$-statistics rather than the functional approach used by these authors. Third, we illustrate that the three estimators differ on their finite sample properties, through extensive Monte Carlo experiments based on some parametric well-known copulas. Our results show that, as expected, both bias and dispersion reduce as the sample size increases and the performance of the three estimators is quite similar in large samples. However, in small samples, one of the two estimators we propose clearly outperforms the other, especially in terms of bias, and it is nearly equivalent to the estimator already proposed in Úbeda-Flores [38]. Finally, we explore the possibility of using the estimators of the Spearman's footrule as tests statistics for multivariate independence and carry out asymptotic relative efficiency comparisons with other well-known measures of association, like Spearman's rho and Kendall's tau, under local copula-based alternatives. Although no general recommendation can be made, our results are promising.

The rest of the paper is organized as follows. Section 2 briefly reviews the copula function and introduces the Spearman's footrule as an AOD measure of multivariate association and summarizes its main properties. Section 3 is devoted to nonparametric estimation of Spearman's footrule. We introduce two new estimators based on sample versions of the AOD measures and discuss their properties as compared to the other estimator previously proposed in the literature. Section 4 includes Monte Carlo experiments to compare finite sample performance of the estimators discussed in Section 3. In Section 5 the proposed estimators are also investigated in the light of their Pitman asymptotic relative efficiency, as compared to Spearman's rho and Kendall's tau, when they are used as statistics for testing multivariate independence. Finally, Section 6 gathers a summary of our main conclusions.

## 2. Preliminary concepts

For $d \geq 2$, we consider the $d$-dimensional random vector $\mathbf{X}=\left(X_{1}, \ldots, X_{d}\right)$ with joint distribution function $H$, univariate marginal distribution functions $F_{1}, \ldots, F_{d}$, and copula $C$. Sklar's Theorem (see Sklar [35]) says that $H$ can be represented as

$$
\begin{equation*}
H(\mathbf{x})=C\left(F_{1}\left(x_{1}\right), \ldots, F_{d}\left(x_{d}\right)\right) \quad \text { for } \mathbf{x}=\left(x_{1}, \ldots, x_{d}\right) \in \mathbb{R}^{d} \tag{1}
\end{equation*}
$$

[^1]where the copula function $C:[0,1]^{d} \rightarrow[0,1]$ is a $d$-dimensional joint distribution function whose margins are standard uniform $U(0,1)$. Throughout this paper, we will assume that the margins $F_{1}, \ldots, F_{d}$ are all continuous and so the copula $C$ in (1) is unique. For a complete survey on copulas, we refer to the monographs [8,27].

Let us define the probability integral transformations, $U_{j}=F_{j}\left(X_{j}\right)$, with $j=1, \ldots, d$, which are uniform $U(0,1)$ and whose joint distribution function is the copula $C$, i.e., let $\mathbf{U}=\left(U_{1}, \ldots, U_{d}\right) \sim C$. Two examples of copulas are the independent copula $\Pi$-or product copula- and the comonotonic copula $M$. The former denotes the copula of $d$ independent random variables and is defined as $\Pi(\mathbf{u})=\prod_{j=1}^{d} u_{j}$, for any real vector $\mathbf{u}=\left(u_{1}, \ldots, u_{d}\right) \in[0,1]^{d}$. The copula $M$ represents maximal dependence, i.e., the case when each of the random variables $X_{1}, \ldots, X_{d}$ is almost surely a strictly increasing function of any of the others. This copula and its associated survival function, $\bar{M}$, are defined, for any real vector $\mathbf{u}=\left(u_{1}, \ldots, u_{d}\right) \in[0,1]^{d}$, as

$$
\begin{align*}
& M(\mathbf{u})=\min _{1 \leq j \leq d}\left\{u_{j}\right\},  \tag{2}\\
& \bar{M}(\mathbf{u})=1-\max _{1 \leq j \leq d}\left\{u_{j}\right\} . \tag{3}
\end{align*}
$$

Let $Q_{d}^{\prime}(C, M)$ be the probability of concordance between $C$ and $M$ defined as (see Nelsen [26])

$$
Q_{d}^{\prime}(C, M)=\int_{[0,1]^{d}}(M(\mathbf{u})+\bar{M}(\mathbf{u})) \mathrm{d} C(\mathbf{u})
$$

For any $d$-copula $C$, the multivariate Spearman's footrule $\varphi_{d}(C)$-or simply $\varphi_{d}$, if there is no confusion-, proposed by Úbeda-Flores [38] can be defined as

$$
\begin{equation*}
\varphi_{d}=\frac{Q_{d}^{\prime}(C, M)-a_{d}}{b_{d}-a_{d}} \tag{4}
\end{equation*}
$$

where

$$
a_{d}=Q_{d}^{\prime}(\Pi, M)=\int_{[0,1]^{d}}(M(\mathbf{u})+\bar{M}(\mathbf{u})) \mathrm{d} \Pi(\mathbf{u})=\frac{2}{d+1}
$$

and

$$
b_{d}=Q_{d}^{\prime}(M, M)=\int_{0}^{1}(M(t, \ldots, t)+\bar{M}(t, \ldots, t)) \mathrm{d} t=1
$$

that is,

$$
\begin{equation*}
\varphi_{d}=1-\frac{(d+1)\left(1-Q_{d}^{\prime}(C, M)\right)}{(d-1)} \tag{5}
\end{equation*}
$$

Notice that $\varphi_{d}$ can be alternatively written as

$$
\begin{equation*}
\varphi_{d}=1-\frac{d+1}{d-1} \int_{[0,1]^{d}}\left(\max _{1 \leq j \leq d}\left\{u_{j}\right\}-\min _{1 \leq j \leq d}\left\{u_{j}\right\}\right) \mathrm{d} C(\mathbf{u}) . \tag{6}
\end{equation*}
$$

The coefficient $\varphi_{d}$ in (4) is a particular member of the general class of AOD measures of multivariate association introduced by Dolati and Úbeda-Flores [7]. In particular, $\varphi_{d}$ can be regarded as a normalized probability of concordance between the distribution of $\mathbf{X}$, as represented by their copula $C$, and the copula $M$, which represents maximal dependence. When $C=\Pi$ (the case of independent variables), we have $\varphi_{d}=0$ and when $C=M$ (maximal dependence), we have $\varphi_{d}=1$, and the inequality $\varphi_{d} \geq-1 / d$ always holds. In the bivariate case $(d=2)$, if the underlying copula is the lower Fréchet-Hoeffding $W$, Spearman's footrule attains its best-possible lower bound, that is, $\varphi_{2}=-1 / 2$. For higher dimensions ( $d \geq 3$ ), Fuchs and McCord [10] provides characterizations of the copulas attaining the best lower bound $-1 / d$ of multivariate Spearman's footrule. Moreover, in the bivariate case $(d=2)$, the coefficient $\varphi_{d}$ in (5) becomes the bivariate footrule,

$$
\varphi_{2}=6 \int_{[0,1]^{2}} M\left(u_{1}, u_{2}\right) \mathrm{d} C\left(u_{1}, u_{2}\right)-2,
$$

whereas in the trivariate case $(d=3)$, the coefficient $\varphi_{3}$ can be written as

$$
\begin{equation*}
\varphi_{3}=\frac{\varphi_{2}^{1,2}+\varphi_{2}^{1,3}+\varphi_{2}^{2,3}}{3} \tag{7}
\end{equation*}
$$

where $\varphi_{2}^{i, j}$ denotes the corresponding Spearman's footrule for the bivariate random variable ( $X_{i}, X_{j}$ ), with $1 \leq i<$ $j \leq 3$.

The following examples illustrate the values of $\varphi_{d}$ for some $d$-copulas.
Example 1. For $d \geq 2$, let $C_{\theta}^{\text {FGM }}$ be the $d$-copula given by

$$
\begin{equation*}
C_{\theta}^{\mathbf{F G M}}(\mathbf{u})=\left(\prod_{i=1}^{d} u_{i}\right)\left[1+\theta \prod_{i=1}^{d}\left(1-u_{i}\right)\right], \quad \mathbf{u} \in[0,1]^{d}, \tag{8}
\end{equation*}
$$

with $\theta$ in $[0,1] . C_{\theta}^{\mathbf{F G M}}$ belongs to the Farlie-Gumbel-Morgenstern family of $d$-copulas (see Durante and Sempi [8] and Nelsen [27] for more details). We note that all the margins of any dimension $j \geq 2$ of (8) are $\Pi$, in the corresponding dimension $j$. Then we have

$$
\begin{equation*}
\varphi_{d}\left(C_{\theta}^{\mathbf{F G M}}\right)=\theta \frac{\left(1+(-1)^{d}\right)(d+1)(d!)^{2}}{(d-1)(2 d+1)!} \tag{9}
\end{equation*}
$$

in particular,

$$
\varphi_{2}\left(C_{\theta}^{\mathbf{F G M}}\right)=\frac{\theta}{5}, \quad \varphi_{3}\left(C_{\theta}^{\mathbf{F G M}}\right)=0, \quad \varphi_{4}\left(C_{\theta}^{\mathbf{F G M}}\right)=\frac{\theta}{189}, \ldots
$$

Example 2. For $d \geq 2$, let $C_{\theta}^{\mathrm{CA}}$ be a multivariate generalization of the (parametric) Cuadras-Augé family of copulas (see Cuadras and Augé [5]) given by

$$
C_{\theta}^{\mathbf{C A}}(\mathbf{u})=(\Pi(\mathbf{u}))^{1-\theta}(M(\mathbf{u}))^{\theta}
$$

for all $\mathbf{u} \in[0,1]^{d}$ and any $\theta \in[0,1]$, for which $C_{0}^{\mathrm{CA}}=\Pi$ and $C_{1}^{\mathrm{CA}}=M$. For this $d$-copula, all the margins of any dimension $j \geq 2$ belong again to the corresponding Cuadras-Augé family of $j$-copulas. Thus, after some algebra, we obtain

$$
\varphi_{d}\left(C_{\theta}^{\mathbf{C A}}\right)=1+\frac{d+1}{d-1}\left(\frac{1}{d+1-(d-1) \theta}-\frac{1}{1+\theta}+\frac{d!}{(1-\theta) \prod_{i=0}^{d}(\beta+i)}\right)
$$

where $\beta=(1+\theta) /(1-\theta)$, for $\theta \in[0,1[$. Note that, for instance,

$$
\varphi_{2}\left(C_{\theta}^{\mathbf{C A}}\right)=\varphi_{3}\left(C_{\theta}^{\mathbf{C A}}\right)=\frac{2 \theta}{3-\theta}, \quad \varphi_{4}\left(C_{\theta}^{\mathbf{C A}}\right)=-\frac{\theta\left(21 \theta^{2}-70 \theta+61\right)}{9 \theta^{3}-60 \theta^{2}+129 \theta-90}, \ldots
$$

Example 3. For this example, we need to recall the concept of Archimedean $d$-copula. Let $\phi$ be a continuous strictly decreasing function from $[0,1]$ to $[0, \infty]$ such that $\phi(0)=\infty$ and $\phi(1)=0$, and let $\phi^{-1}$ be the inverse of $\phi$. Then the function given by

$$
C_{\phi}(\mathbf{u})=\phi^{-1}\left(\sum_{i=1}^{d} \phi\left(u_{i}\right)\right), \quad \mathbf{u} \in[0,1]^{d},
$$

is a $d$-copula if, and only if, $\phi^{-1}$ is completely monotonic on $\left[0, \infty\left[\right.\right.$, i.e., $(-1)^{k} \frac{d^{k}}{d t^{k}} \phi^{-1}(t) \geq 0$ for all $\left.t \in\right] 0, \infty[$, $k=1,2, \ldots$, where $\frac{d^{k}}{d t^{k}}$ denotes the $k$-th derivative. In such a case, we say that $C_{\phi}$ is an Archimedean $d$-copula, and the function $\phi$ is called a generator of $C_{\phi}$. For more details, see McNeil and Nešlehová [22] and Nelsen [27]. Then, for $d \geq 2$, we have

$$
\varphi_{d}\left(C_{\phi}\right)=\frac{-d^{2}+d-2}{2(d-1)}+\frac{d+1}{d-1}\left[\int_{0}^{1} \phi^{-1}(d \phi(t)) \mathrm{d} t+\sum_{i=2}^{d}(-1)^{i}\binom{d}{i} \int_{0}^{1} \phi^{-1}(i \phi(t)) \mathrm{d} t\right] .
$$

Next we show the cases of two particular Archimedean $d$-copulas.

1. Consider the generator $\phi_{\theta}(t)=t^{-\theta}-1$ for all $t \geq 0$ and $\theta>0$, which generates a subfamily of the bivariate Clayton family of copulas (see Clayton [4]). Since $\phi_{\theta}^{-1}(t)=(1+t)^{-1 / \theta}$ and

$$
(-1)^{k} \frac{d^{k}}{d t^{k}} \phi_{\theta}^{-1}(t)=\frac{(1+t)^{-k-1 / \theta}}{\theta^{k}} \prod_{i=1}^{k-1}(1+k \theta) \geq 0
$$

for all $t \geq 0$, then $\phi_{\theta}^{-1}$ is completely monotonic on $[0,+\infty[$, and thus we obtain the $d$-copula

$$
\begin{equation*}
C_{\theta}^{\mathbf{C}}(\mathbf{u})=\left(\sum_{i=1}^{d} u_{i}^{-\theta}-d+1\right)^{-1 / \theta}, \quad \mathbf{u} \in[0,1]^{d}, \tag{10}
\end{equation*}
$$

where $C_{\theta}^{\mathbf{C}}(\mathbf{u})=0$ when $u_{i}=0$ for some $i \in\{1, \ldots, d\}$. This $d$-copula is a generalization of the Clayton family of 2-copulas for which $\lim _{\theta \rightarrow 0^{+}} C_{\theta}^{\mathbf{C}}(\mathbf{u})=\Pi(\mathbf{u})$ and $C_{\theta}^{\mathbf{C}}(\mathbf{u}) \geq \Pi(\mathbf{u})$ for all $\mathbf{u} \in[0,1]^{d}$ (see [27] for more details). Therefore, after some tedious -but elementary - algebra, we have

$$
\begin{aligned}
\varphi_{d}\left(C_{\theta}^{\mathbf{C}}\right)= & \frac{-d^{2}+d-2}{2(d-1)} \\
& +\frac{d+1}{2(d-1)}\left[d^{-1 / \theta}{ }_{2} F_{1}\left(\frac{1}{\theta}, \frac{2}{\theta} ; \frac{2}{\theta}+1 ; \frac{d-1}{d}\right)\right. \\
& \left.+\sum_{i=2}^{d}(-1)^{i}\binom{d}{i} i^{-1 / \theta}{ }_{2} F_{1}\left(\frac{1}{\theta}, \frac{2}{\theta} ; \frac{2}{\theta}+1 ; \frac{i-1}{i}\right)\right],
\end{aligned}
$$

where ${ }_{2} F_{1}$ denotes the (Gaussian) hypergeometric function (see, e.g., Seaborn [33]). Since all the bivariate margins of (10) -which we denote by $C_{i j, \theta}^{\mathbf{C}}$, for $1 \leq i<j \leq d$ - are equal, i.e.,

$$
\begin{equation*}
C_{i j, \theta}^{\mathbf{C}}(u, v)=\left(u^{-\theta}+v^{-\theta}-1\right)^{-1 / \theta} \tag{11}
\end{equation*}
$$

for all $(u, v) \in[0,1]^{2}$, we have

$$
\varphi_{2}\left(C_{\theta}^{\mathbf{C}}\right)=\varphi_{3}\left(C_{\theta}^{\mathbf{C}}\right)=3 \cdot 2^{-1 / \theta}{ }_{2} F_{1}\left(\frac{1}{\theta}, \frac{2}{\theta} ; \frac{2}{\theta}+1 ; \frac{1}{2}\right)-2
$$

and

$$
\begin{aligned}
\varphi_{4}\left(C_{\theta}^{\mathbf{C}}\right)= & -\frac{7}{3}+5 \cdot 2^{-1 / \theta}{ }_{2} F_{1}\left(\frac{1}{\theta}, \frac{2}{\theta} ; \frac{2}{\theta}+1 ; \frac{1}{2}\right)-\frac{10}{3} \cdot 3^{-1 / \theta}{ }_{2} F_{1}\left(\frac{1}{\theta}, \frac{2}{\theta} ; \frac{2}{\theta}+1 ; \frac{2}{3}\right) \\
& +\frac{5}{3} \cdot 4^{-1 / \theta}{ }_{2} F_{1}\left(\frac{1}{\theta}, \frac{2}{\theta} ; \frac{2}{\theta}+1 ; \frac{3}{4}\right) .
\end{aligned}
$$

2. Consider the generator $\phi_{\theta}(t)=\ln \left(\frac{1-\theta(1-t)}{t}\right)$ for all $t \geq 0$, with $\theta \in\left[0,1\left[\right.\right.$. Since $\phi_{\theta}^{-1}(t)=\frac{1-\theta}{e^{t}-\theta}$ and

$$
(-1)^{k} \frac{d^{k}}{d t^{k}} \phi_{\theta}^{-1}(t)=\frac{(1-\theta) e^{t} \sum_{i=0}^{k-1} p_{i} \theta^{i} e^{(k-i-1) t}}{\left(e^{t}-\theta\right)^{k+1}} \geq 0
$$

for all $t \in] 0,+\infty\left[\right.$, where $p_{i}>0$ for all $i=0,1, \ldots, k-1$, with $p_{0}=p_{k-1}=1$ (see Lemma 1 in Appendix A), then $\phi_{\theta}^{-1}$ is completely monotonic for $\theta \in[0,1[$ and

$$
\begin{equation*}
C_{\theta}^{\mathbf{A M H}}(\mathbf{u})=\phi_{\theta}^{-1}\left(\sum_{i=1}^{d} \phi_{\theta}\left(u_{i}\right)\right)=(1-\theta)\left[\prod_{i=1}^{d}\left(\frac{1-\theta}{u_{i}}+\theta\right)-\theta\right]^{-1}, \quad \mathbf{u} \in[0,1]^{d}, \tag{12}
\end{equation*}
$$

is a $d$-copula (note that $C_{0}^{\mathbf{A M H}}=\Pi$ ), which is a generalization of the Ali-Mikhail-Haq (AMH, for short) family of bivariate copulas given by

$$
\begin{equation*}
C_{2, \theta}^{\mathbf{A M H}}(u, v)=\frac{u v}{1-\theta(1-u)(1-v)} \tag{13}
\end{equation*}
$$

for all $(u, v) \in[0,1]^{2}$ (see Ali et al. [1] and Nelsen [27]). We note that all the margins of any dimension $j \geq 2$ of (12) belong to the corresponding AMH family of $j$-copulas. Therefore,

$$
\begin{align*}
\varphi_{d}\left(C_{\theta}^{\mathbf{A M H}}\right)= & \frac{-d^{2}+d-2}{2(d-1)}+\frac{(d+1)(1-\theta)}{d-1}\left[\int_{0}^{1} \frac{t^{d}}{(\theta t-\theta+1)^{d}-\theta t^{d}} \mathrm{~d} t\right. \\
& \left.+\sum_{i=2}^{d}(-1)^{i}\binom{d}{i} \int_{0}^{1} \frac{t^{i}}{(\theta t-\theta+1)^{i}-\theta t^{i}} \mathrm{~d} t\right] \tag{14}
\end{align*}
$$

and since all the bivariate margins of (12) are the 2 -copulas given by (13), then we have

$$
\varphi_{2}\left(C_{\theta}^{\mathbf{A M H}}\right)=\varphi_{3}\left(C_{\theta}^{\mathbf{A M H}}\right)=6 \int_{0}^{1} \frac{t^{2}}{1-\theta(1-t)^{2}} \mathrm{~d} t-2=6\left(\frac{1+\theta}{2 \theta^{3 / 2}} \ln \frac{1+\sqrt{\theta}}{1-\sqrt{\theta}}+\frac{1}{\theta} \ln (1-\theta)-\frac{1}{\theta}\right)-2
$$

(see Gradshteyn and Ryzhik [17, 2.175.4]) and

$$
\varphi_{4}\left(C_{\theta}^{\mathbf{A M H}}\right)=\frac{10(1-\theta)}{3} \int_{0}^{1} \sum_{i=2}^{4} \frac{(-1)^{i}(5-i) t^{i}}{(\theta t-\theta+1)^{i}-\theta t^{i}} \mathrm{~d} t-\frac{7}{3}
$$

Fig. 1 depicts the behaviour of the Spearman's footrule coefficient, $\varphi_{d}\left(C_{\theta}\right)$, as a function of $\theta$ for the $d$-copulas studied throughout this section, with $d=\{3,4,6\}$. Notice that the $y$-axis scale for the FGM copula is different, as this copula models small departures from independence and so it results in much smaller values of the Spearman's footrule than the others. The $y$-axis scale for the AMH is also different as this copula does not allow for higher dependencies either.

## 3. Estimation

In practice, the copula $C$ is unknown and $\varphi_{d}$ must be estimated from the data. Therefore, a sample version of $\varphi_{d}$ is required. In order to do that, let $\mathbf{X}_{i}=\left(X_{i 1}, \ldots, X_{i d}\right), i=1, \ldots, n$, be a sample of $n$ serially independent random vectors from the $d$-dimensional vector $\mathbf{X}=\left(X_{1}, \ldots, X_{d}\right)$, and let $\left(R_{i 1}, \ldots, R_{i d}\right), i=1, \ldots, n$, denote the associated vectors of componentwise ranks of the sample, such that $R_{i j}$ is the rank of $X_{i j}$ among $\left\{X_{1 j}, \ldots, X_{n j}\right\}$, with $j=1, \ldots, d$. Then, the $d$-variate empirical copula, $C_{n}$, is defined as the empirical cumulative distribution function computed from the scaled ranks, i.e.,

$$
C_{n}(\mathbf{u})=\frac{1}{n} \sum_{i=1}^{n} \mathbf{1}\left\{\frac{R_{i 1}}{n+1} \leq u_{1}, \ldots, \frac{R_{i d}}{n+1} \leq u_{d}\right\},
$$

for all $\mathbf{u} \in[0,1]^{d}$, where $\mathbf{1}\{A\}$ denotes the indicator function of a set $A$.
In this section, we first review the definition and main properties of the only estimator of $\varphi_{d}$ previously proposed in the literature (to our knowledge), that will be called $\widehat{\varphi}_{n d}^{(1)}$. Then, given that $\varphi_{d}$ is an AOD measure, we draw on the two sample versions for AOD measures proposed in Dolati and Úbeda-Flores [7] and apply them to build up naturally two new estimators of Spearman's footrule, say $\widehat{\varphi}_{n d}^{(2)}$ and $\widehat{\varphi}_{n d}^{(3)}$. The first one consists of only estimating the function


Fig. 1. Behaviour of the $d$-dimensional Spearman's footrule for three different dimensions, $d=\{3,4,6\}$, and four copulas: FMG, Cuadras-Augé, Clayton and AMH.
$Q_{d}^{\prime}(C, M)$ in (4), whereas the second one is obtained by estimating in (4) the function $Q_{d}^{\prime}(C, M)$ as well as the coefficients $a_{d}$ and $b_{d}$. We show that the three estimators at hand are asymptotically equivalent and so the asymptotic normality of only one of them, namely $\widehat{\varphi}_{n d}^{(2)}$, is proved.

### 3.1. First estimator

As far as we know, Úbeda-Flores [38] proposed the only empirical version of $\varphi_{d}$, given by

$$
\begin{equation*}
\widehat{\varphi}_{n d}^{(1)}=1-\frac{d+1}{d-1} \frac{1}{n^{2}-1} \sum_{i=1}^{n} L_{i}, \tag{15}
\end{equation*}
$$

where, for each $i \in\{1, \ldots, n\}, L_{i}$ is defined as

$$
\begin{equation*}
L_{i}=\max _{1 \leq j \leq d}\left(R_{i j}\right)-\min _{1 \leq j \leq d}\left(R_{i j}\right) . \tag{16}
\end{equation*}
$$

As expected, when the ranks in each dimension coincide, i.e., in the case of perfect positive dependence, $\widehat{\varphi}_{n d}^{(1)}=1$. Due to the lack of motivation in the original proposal of this estimator, we will discuss later two other estimators based on expression (4). Before that, we briefly summarize the main properties of $\widehat{\varphi}_{n d}^{(1)}$.

### 3.1.1. Particular cases

- When $d=2$, the expression in (15) reduces to the sample bivariate Spearman's footrule —known as $f_{S}$ - given by

$$
\begin{equation*}
\widehat{\varphi}_{n 2}^{(1)}:=f_{S}=1-\frac{3}{n^{2}-1} \sum_{i=1}^{n}\left|R_{i 1}-R_{i 2}\right| . \tag{17}
\end{equation*}
$$

- In the trivariate case $(d=3)$, the sample version of Spearman's footrule in (15) is equal to the average of the three pairwise sample Spearman's footrule coefficients, that is, property (7) continues to hold for the corresponding empirical coefficients; see Pérez and Prieto-Alaiz [30].


### 3.1.2. Asymptotic distribution

Genest et al. [14] consider an alternative expression of the estimator $\widehat{\varphi}_{n d}^{(1)}$, which is based on (6), namely

$$
\widehat{\varphi}_{n d}^{(1)}=1-\frac{d+1}{d-1} \frac{n}{n-1} \int_{[0,1]^{d}}\left(\max _{1 \leq j \leq d}\left\{u_{j}\right\}-\min _{1 \leq j \leq d}\left\{u_{j}\right\}\right) d C_{n}(\mathbf{u}),
$$

and show that, under fairly general conditions -the $d$-copula $C$ admits continuous (first-order) partial derivatives on $] 0,1\left[{ }^{d}-, \widehat{\varphi}_{n d}^{(1)}\right.$ is asymptotically unbiased, though it is biased in finite samples. Moreover, they show that $\hat{\varphi}_{n d}^{(1)}$ is asymptotically normally distributed, i.e.,

$$
\begin{equation*}
\sqrt{n}\left(\widehat{\varphi}_{n d}^{(1)}-\varphi_{d}\right) \xrightarrow{d} \mathcal{N}\left(0, \sigma_{\varphi_{C}}^{2}\right), \tag{18}
\end{equation*}
$$

where $\xrightarrow{d}$ denotes the convergence in distribution and $\sigma_{\varphi_{C}}^{2}$ is defined in equation (A5) in Genest et al. [14].

### 3.1.3. Moments at independence

Genest et al. [14] show that, under the hypothesis of independence, that is, when the underlying copula is $\Pi$, we have

$$
\begin{equation*}
E_{\Pi}\left(\widehat{\varphi}_{n d}^{(1)}\right)=1-\frac{d+1}{d-1} \frac{n}{n-1}\left\{1-\frac{2}{(n+1) n^{d}} \sum_{i=1}^{n} i^{d}\right\} . \tag{19}
\end{equation*}
$$

Noticeably, when $d=\{2,3\}$, this expectation vanishes, i.e., $E_{\Pi}\left(\widehat{\varphi}_{n 2}^{(1)}\right)=E_{\Pi}\left(\widehat{\varphi}_{n 3}^{(1)}\right)=0$. When $d>3$, this expectation is only $O\left(1 / n^{2}\right)$. For instance, when $d=4$, it becomes $E_{\Pi}\left(\widehat{\varphi}_{n 4}^{(1)}\right)=1 /\left(9 n^{2}\right)$. Hence, under independence, the estimator $\widehat{\varphi}_{n d}^{(1)}$ is unbiased for $d=\{2,3\}$ but it is biased for $d>3$. Genest et al. [14] also provides the expression of the large-sample variance of the asymptotic distribution in (18) when the underlying copula is $\Pi$, which is

$$
\sigma_{\Pi}^{2}=2\left(\frac{d+1}{d-1}\right)^{2}\left\{\frac{2+4 d-d^{2}+d^{3}}{d(d+2)(2 d+1)(d+1)^{2}}-\frac{\mathcal{B}(d, d+2)}{d+1}\right\}
$$

where $\mathcal{B}$ denotes the Beta function. This can be rearranged as

$$
\begin{equation*}
\sigma_{\Pi}^{2}=\frac{2}{d(2 d+1)}\left(\frac{d+1}{d-1}\right)^{2}\left(1-\frac{d(5 d+1)}{(d+2)(d+1)^{2}}-\binom{2 d}{d}^{-1}\right) \tag{20}
\end{equation*}
$$

giving $\sigma_{\Pi}^{2}=\{2 / 5,2 / 15,149 / 2268,11 / 280\}$ for $d=\{2,3,4,5\}$, respectively, and showing that $\sigma_{\Pi}^{2}$ decays as $1 / d^{2}$ when $d$ grows.

### 3.2. Second estimator

To look for alternative empirical versions of $\varphi_{d}$, we will make use of the fact that $\varphi_{d}$ is an AOD measure and we will propose two new estimators based on the two sample versions for AOD measures given in Dolati and ÚbedaFlores [7]. In doing so, our goal is twofold. First, we want to compare the properties of the new proposals with the estimator $\widehat{\varphi}_{n d}^{(1)}$ previously discussed, but we also intend to shed light on the definition of $\widehat{\varphi}_{n d}^{(1)}$.

One possible estimator of $\varphi_{d}$ based on (4) is given by

$$
\begin{equation*}
\widehat{\varphi}_{n d}^{(2)}=\frac{\widehat{Q}_{n d}^{\prime}(C, M)-a_{d}}{b_{d}-a_{d}} \tag{21}
\end{equation*}
$$

where the estimator $\widehat{Q}_{n d}^{\prime}$ for $Q_{d}^{\prime}$ is given by

$$
\begin{align*}
\widehat{Q}_{n d}^{\prime}(C, M) & =\frac{1}{n} \sum_{i=1}^{n}\left(M\left(\frac{R_{i 1}}{n+1}, \ldots, \frac{R_{i d}}{n+1}\right)+\bar{M}\left(\frac{R_{i 1}}{n+1}, \ldots, \frac{R_{i d}}{n+1}\right)\right) \\
& =1-\frac{1}{n(n+1)} \sum_{i=1}^{n} L_{i}, \tag{22}
\end{align*}
$$

where $L_{i}$ is defined in (16). Hence, $\widehat{\varphi}_{n d}^{(2)}$ can be written as

$$
\begin{equation*}
\widehat{\varphi}_{n d}^{(2)}=1-\frac{d+1}{d-1} \frac{1}{n(n+1)} \sum_{i=1}^{n} L_{i} . \tag{23}
\end{equation*}
$$

This estimator is closely related to the estimator $\widehat{\varphi}_{n d}^{(1)}$ previously discussed. Actually, the following relationship holds:

$$
\begin{equation*}
\widehat{\varphi}_{n d}^{(2)}=\frac{1}{n}+\left(1-\frac{1}{n}\right) \widehat{\varphi}_{n d}^{(1)} . \tag{24}
\end{equation*}
$$

Hence, both estimators are asymptotically equivalent. Moreover, when the ranks in each dimension coincide, i.e., in the case of perfect positive dependence, $\widehat{\varphi}_{n d}^{(1)}=\widehat{\varphi}_{n d}^{(2)}=1$, otherwise, $\widehat{\varphi}_{n d}^{(2)}>\widehat{\varphi}_{n d}^{(1)}$. Therefore, if $\widehat{\varphi}_{n d}^{(1)}$ attains its bestpossible lower bound, $\widehat{\varphi}_{n d}^{(1)}=-1 / d$, then $\widehat{\varphi}_{n d}^{(2)}$ will not, since the inequality $\widehat{\varphi}_{n d}^{(2)}>-1 / d$ always holds. Notice also that, in the bivariate case, $\widehat{\varphi}_{n 2}^{(1)}$ attains the best-possible lower bound, $\widehat{\varphi}_{n 2}^{(1)}=-1 / 2$, in case the ranks in one dimension are just the reversed of the other dimension and with $n$ odd, but $\widehat{\varphi}_{n 2}^{(2)}$ does not.

### 3.2.1. Particular cases

- When $d=2$, the coefficient in (23) becomes

$$
\widehat{\varphi}_{n 2}^{(2)}=1-\frac{3}{n(n+1)} \sum_{i=1}^{n}\left|R_{i 1}-R_{i 2}\right|=1-\frac{n-1}{n} \frac{3}{\left(n^{2}-1\right)} \sum_{i=1}^{n}\left|R_{i 1}-R_{i 2}\right|,
$$

which does not exactly coincide with the sample bivariate Spearman's footrule in (17) due to the (negligible) factor $(n-1) / n$.

- When $d=3$, the coefficient in (23) is not equal to the average of the three pairwise Spearman's footrule coefficients, that is, in this case, property (7) does not hold for the corresponding empirical coefficients.


### 3.2.2. Asymptotic distribution

In order to derive the asymptotic distribution of $\widehat{\varphi}_{n d}^{(2)}$, we first notice that, from (4) and (21), we have:

$$
\sqrt{n}\left(\widehat{\varphi}_{n d}^{(2)}-\varphi_{d}\right)=\frac{d+1}{d-1} \sqrt{n}\left(\widehat{Q}_{n d}^{\prime}(C, M)-Q_{d}^{\prime}(C, M)\right)
$$

We introduce the following assumption:
Assumption $\mathcal{A}_{\boldsymbol{C}}$. Let $C_{j k}$ be the bivariate copula of the random pair $\left(X_{j}, X_{k}\right)$, for $1 \leq j<k \leq d$. Assume that the partial derivatives of $C_{j k}$ with respect to the first argument - denoted by $C_{j k}^{(1)}$ - exist and are continuous on a neighbourhood $\left\{(u, v) \in[0,1]^{2}:|u-v|<\eta\right\}$ of the diagonal, where $\eta>0$.

Remark 1. Let $C_{\theta}^{\mathbf{A M H}}$ be the generalization of the AMH $d$-copula given by (12). Since all the bivariate margins are given by (13), then we have

$$
C_{j k, \theta}^{\mathbf{A M H}(1)}(u, v)=\frac{v(1-\theta(1-v))}{(1-\theta(1-u)(1-v))^{2}} .
$$

Observe that the domain is the set given by $\left\{(u, v) \in[0,1]^{2}: \theta(1-u)(1-v) \neq 1\right\}$, and the bivariate margins of $C_{\theta}^{\mathbf{A M H}}$ fulfil Assumption $\mathcal{A}_{C}$. Also note that the bivariate margins of the FGM family of $d$-copulas given in Example 1 trivially satisfy Assumption $\mathcal{A}_{C}$.

However, the generalization of the Cuadras-Augé $d$-copula given in Example 2 does not, since it has a singular component (coming from $M$ ) such that $C_{j k}^{\mathbf{C A}(1)}$ does not exist at the diagonal (see Nelsen [27] for details). Furthermore, the generalization of the Clayton $d$-copulas given by (10) does not satisfy the assumption either since, from (11), we have

$$
C_{j k, \theta}^{\mathbf{C}(1)}(u, v)=u^{-\theta-1}\left(u^{-\theta}+v^{-\theta}-1\right)^{-1 / \theta-1},
$$

so that $l:=\lim _{(u, v) \rightarrow(0,0)} C_{j k, \theta}^{\mathbf{C}(1)}(u, v)$ is different for different trajectories, e.g. $l=2^{-(\theta+1) / \theta}$ for $v=u$ and $l=$ $3^{-(\theta+1) / \theta}$ for $v=2 u$; therefore $C_{j k, \theta}^{\mathbf{C}(1)}$ is not continuous at the origin.

The following theorem provides the asymptotic normality for $\widehat{Q}_{n d}^{\prime}(C, M)$ and $\widehat{\varphi}_{n d}^{(2)}$.
Theorem 1. Assume that $F_{1}, F_{2}, \ldots, F_{d}$ are continuous and, for any d-copula $C, \mathcal{A}_{C}$ is fulfilled. Then

$$
\sqrt{n}\left(\widehat{Q}_{n d}^{\prime}(C, M)-Q_{d}^{\prime}(C, M)\right) \xrightarrow{d} \mathcal{N}\left(0, \sigma^{2}\right),
$$

where $\sigma^{2}$ is given by expression (50) in Appendix B. Moreover,

$$
\begin{equation*}
\sqrt{n}\left(\widehat{\varphi}_{n d}^{(2)}-\varphi_{d}\right) \xrightarrow{d} \mathcal{N}\left(0,\left(\frac{d+1}{d-1}\right)^{2} \sigma^{2}\right) . \tag{25}
\end{equation*}
$$

Proof. See Appendix B.
As expected, the asymptotic distribution in (25) coincides with the asymptotic distribution of $\widehat{\varphi}_{n d}^{(1)}$ derived in Genest et al. [14], but Theorem 1 above requires milder conditions. Proposition 3 of Genest et al. [14] uses the stronger assumption that the partial derivatives of the whole copula $C:[0,1]^{d} \rightarrow[0,1]$ are continuous. Moreover, Genest et al. [14, Proposition 3] provide a sophisticated expression for the asymptotic variance of $\widehat{\varphi}_{n d}^{(1)}$ depending on covariances of Gaussian processes defined in terms of the copula. By contrast, our formula $\left(\frac{d+1}{d-1}\right)^{2} \sigma^{2}$ for the asymptotic variance of $\widehat{\varphi}_{n d}^{(2)}$ in (25) is explicit through the expression (50) for $\sigma^{2}$. Furthermore, the variance $\sigma^{2}$ in Theorem 1 above can be estimated as explained in Appendix C.

In the paper by Genest et al. [14] the functional approach is applied for proving asymptotic normality. In the proof of our Theorem 1, the crucial point is the use of a central limit theorem for non-degenerate $U$-statistics. This central limit theorem is proved utilizing Hoeffding's projection method.

Theorem 1 can be used to establish confidence intervals for $\varphi_{d}$. Moreover, tests about $\varphi_{d}$ can be constructed, for example the test of the hypothesis $H_{0}: \varphi_{d} \geq K, H_{1}: \varphi_{d}<K$, where $K>0$ is a given number.

### 3.2.3. Moments at independence

Taking into account the relationship in (24) and the formula of $E_{\Pi}\left(\widehat{\varphi}_{n d}^{(1)}\right)$ in (19), it turns out that, under independence, the estimator $\hat{\varphi}_{n d}^{(2)}$ is always biased, even for $d=\{2,3\}$. In particular, we have that, under independence

$$
\begin{aligned}
& E_{\Pi}\left(\widehat{\varphi}_{n 2}^{(2)}\right)=E\left(\widehat{\varphi}_{n 3}^{(2)}\right)=\frac{1}{n}, \\
& E_{\Pi}\left(\widehat{\varphi}_{n 4}^{(2)}\right)=\frac{9 n^{2}+n-1}{9 n^{3}} .
\end{aligned}
$$

To sum up, the estimator $\widehat{\varphi}_{n d}^{(2)}$ is well-motivated and it is asymptotically equivalent to the estimator $\widehat{\varphi}_{n d}^{(1)}$, but the latter has better properties in finite samples. Moreover, the former takes a narrower range of values than it should be.

### 3.3. Third estimator

The last estimator of the coefficient $\varphi_{d}$ we consider, is based on estimating in (4) both the function $Q_{d}^{\prime}(C, M)$ and the coefficients $a_{d}$ and $b_{d}$, that is,

$$
\begin{equation*}
\widehat{\varphi}_{n d}^{(3)}=\frac{\widehat{Q}_{n d}^{\prime}(C, M)-\widehat{a}_{n d}}{\widehat{b}_{n d}-\widehat{a}_{n d}}, \tag{26}
\end{equation*}
$$

where $\widehat{Q}_{n d}^{\prime}(C, M)$ is given in (22) and

$$
\begin{aligned}
& \widehat{a}_{n d}=\frac{1}{n^{d}} \sum_{i_{1}=1}^{n} \cdots \sum_{i_{d}=1}^{n}\left[M\left(\frac{i_{1}}{n+1}, \ldots, \frac{i_{d}}{n+1}\right)+\bar{M}\left(\frac{i_{1}}{n+1}, \ldots, \frac{i_{d}}{n+1}\right)\right], \\
& \widehat{b}_{n d}=\frac{1}{n} \sum_{i=1}^{n}\left[M\left(\frac{i}{n+1}, \ldots, \frac{i}{n+1}\right)+\bar{M}\left(\frac{i}{n+1}, \ldots, \frac{i}{n+1}\right)\right] .
\end{aligned}
$$

Now, from (2) and (3), we obtain:

$$
\begin{aligned}
& \widehat{a}_{n d}=1-\frac{1}{n^{d}(n+1)} \sum_{i_{1}=1}^{n} \cdots \sum_{i_{d}=1}^{n}\left[\max \left(i_{1}, \ldots, i_{d}\right)-\min \left(i_{1}, \ldots, i_{d}\right)\right], \\
& \widehat{b}_{n d}=1
\end{aligned}
$$

and, putting these expressions back into (26), we have:

$$
\begin{equation*}
\widehat{\varphi}_{n d}^{(3)}=1-\frac{n^{d-1}}{S_{n d}} \sum_{i=1}^{n} L_{i} \tag{27}
\end{equation*}
$$

where $L_{i}$ is defined in (16) and $S_{n d}$ is as follows (see Appendix D):

$$
\begin{equation*}
S_{n d}=(n+1) n^{d}-2 \sum_{i=1}^{n} i^{d}=\frac{d-1}{d+1} n^{d+1}-\frac{2}{d+1} \sum_{k=1}^{\lfloor d / 2\rfloor}\binom{d+1}{2 k} B_{2 k} n^{d+1-2 k}, \tag{28}
\end{equation*}
$$

where $\lfloor x\rfloor$ denotes the floor of $x$ and $B_{m}$ is the corresponding Bernoulli number, i.e., $\left\{B_{2 k}\right\}_{k=1}^{\infty}=\{1 / 6,-1 / 30,1 / 42$, $-1 / 30,5 / 66, \ldots\}$.

Now, the question arises on how the estimator $\widehat{\varphi}_{n d}^{(1)}$ in (15) compares with the new estimator $\widehat{\varphi}_{n d}^{(3)}$ in (27). As expected, when the ranks in each dimension coincide, i.e., in the case of perfect dependence, both estimators coincide and attain their maximum value, i.e., $\widehat{\varphi}_{n d}^{(1)}=\widehat{\varphi}_{n d}^{(3)}=1$. Moreover, the following relationship holds:

$$
\widehat{\varphi}_{n d}^{(3)}=1+\frac{d-1}{d+1} \frac{\left(n^{2}-1\right) n^{d-1}}{S_{n d}}\left(\widehat{\varphi}_{n d}^{(1)}-1\right) .
$$

### 3.3.1. Particular cases

- In the bivariate case ( $d=2$ ), the expression in (28) becomes $S_{n 2}=n\left(n^{2}-1\right) / 3$. Now, putting this back into (27), we obtain

$$
\widehat{\varphi}_{n 2}^{(3)}=1-\frac{n}{S_{n 2}} \sum_{i=1}^{n}\left|R_{i 1}-R_{i 2}\right|=1-\frac{3}{\left(n^{2}-1\right)} \sum_{i=1}^{n}\left|R_{i 1}-R_{i 2}\right|,
$$

which is the sample bivariate Spearman's footrule $f_{S}$ in (17). Therefore, when $d=2$, both the estimator in (15) and that in (27) coincide and reduce to the sample bivariate Spearman's footrule in (17), i.e. $\widehat{\varphi}_{n 2}^{(1)}=\widehat{\varphi}_{n 2}^{(3)}=f_{S}$.

- In the trivariate case $(d=3)$, the expression in (28) becomes $S_{n 3}=n^{2}\left(n^{2}-1\right) / 2$, and so,

$$
\widehat{\varphi}_{n 3}^{(3)}=1-\frac{n^{2}}{S_{n 3}} \sum_{i=1}^{n} L_{i}=1-\frac{2}{\left(n^{2}-1\right)} \sum_{i=1}^{n} L_{i} .
$$

Noticeably, if we evaluate the estimator $\widehat{\varphi}_{n d}^{(1)}$ in (15) for $d=3$, the expression above also comes up. That is, when $d=3$, both the coefficient in (15) and that in (27) coincide, i.e. $\widehat{\varphi}_{n 3}^{(1)}=\widehat{\varphi}_{n 3}^{(3)}$, and both are equal to the average of the three pairwise sample Spearman's footrule coefficients.

- In higher dimensions $(d>3)$, both estimators no longer coincide unless they are both equals to 1 . The proof is as follows. Using (15) and (27), it turns out that $\widehat{\varphi}_{n d}^{(1)}=\widehat{\varphi}_{n d}^{(3)}$ if and only if

$$
\begin{equation*}
\left(n^{2}-1\right)=\frac{d+1}{d-1} \frac{S_{n d}}{n^{d-1}} . \tag{29}
\end{equation*}
$$

But, taking into account (28), the left hand side of (29) becomes

$$
\frac{d+1}{d-1} \frac{S_{n d}}{n^{d-1}}=n^{2}-c_{d}+\epsilon(n, d)
$$

where

$$
c_{d}=\frac{2 B_{2}}{d-1}\binom{d+1}{2}=\frac{d(d+1)}{6(d-1)},
$$

and $\epsilon(n, d)$ is given, for $d>3$, by

$$
\epsilon(n, d)=\frac{2}{d-1} \sum_{k=2}^{\lfloor d / 2\rfloor}\binom{d+1}{2 k} B_{2 k} n^{2-2 k}=O\left(n^{-2}\right) .
$$

Therefore, for $d>3$, the estimators $\widehat{\varphi}_{n d}^{(1)}$ and $\widehat{\varphi}_{n d}^{(3)}$ will not coincide unless $\epsilon(n, d)=0$ and $c_{d}=1$, but the former is not possible and the latter implies $d(d+1)=6(d-1)$, and the roots of this quadratic equation are $d=\{2,3\}$.

### 3.3.2. Asymptotic distribution

Notice that, as $n^{2}-1$ and $n^{2}-c_{d}+\epsilon(n, d)$ are asymptotically equal (meaning that their quotient tends to 1 as $n \rightarrow \infty)$, the estimators $\widehat{\varphi}_{n d}^{(1)}$ and $\widehat{\varphi}_{n d}^{(3)}$ are asymptotically equivalent. Even more, we have $n\left(\widehat{\varphi}_{n d}^{(1)}-\widehat{\varphi}_{n d}^{(3)}\right) \rightarrow 0$ because

$$
\limsup _{n \rightarrow \infty} n\left|\widehat{\varphi}_{n d}^{(1)}-\widehat{\varphi}_{n d}^{(3)}\right|=\frac{d+1}{d-1} \limsup _{n \rightarrow \infty}\left(\left|\frac{n}{n^{2}-1}-\frac{n}{n^{2}-c_{d}}\right| \sum_{i=1}^{n} L_{i}\right)
$$

and $0 \leq L_{i} \leq n$ implies that the limit above is zero. A similar argument shows that, in fact, $n^{\alpha}\left(\widehat{\varphi}_{n d}^{(1)}-\widehat{\varphi}_{n d}^{(3)}\right) \rightarrow 0$ for any $\alpha<2$.

Remark 2. We want to note that, since the random variables are measurable functions, the limits are at almost every point, whence the convergence is almost surely (a.s.).

### 3.3.3. Moments at independence

From the result on the expectation of $\widehat{\varphi}_{n d}^{(1)}$ in (19), it turns out that, under independence,

$$
E_{\Pi}\left(\sum_{i=1}^{n} L_{i}\right)=n(n+1)-\frac{2}{n^{d-1}} \sum_{i=1}^{n} i^{d}
$$

Therefore, taking into account (27), when the underlying copula is $\Pi$, we have

$$
E_{\Pi}\left(\widehat{\varphi}_{n d}^{(3)}\right)=1-\frac{n^{d-1}}{S_{n d}}\left[n(n+1)-\frac{2}{n^{d-1}} \sum_{i=1}^{n} i^{d}\right],
$$

and the first equality for $S_{n d}$ in (28) shows that the expression above vanishes. That is, under independence, the estimator $\widehat{\varphi}_{n d}^{(3)}$, unlike the two estimators previously discussed, is always unbiased, regardless of the value of $d$, i.e., we have

$$
E_{\Pi}\left(\widehat{\varphi}_{n d}^{(3)}\right)=0 .
$$

To summarize, the new estimators $\widehat{\varphi}_{n d}^{(2)}$ and $\widehat{\varphi}_{n d}^{(3)}$ are well-motivated and they are asymptotically equivalent to the estimator $\widehat{\varphi}_{n d}^{(1)}$ first introduced by Úbeda-Flores [38]. Moreover, $\widehat{\varphi}_{n d}^{(1)}$ and $\widehat{\varphi}_{n d}^{(3)}$ share some interesting properties. For instance, they coincide for $d=\{2,3\}$. Actually, in the bivariate case $(d=2)$, they both reduce to the well-known empirical bivariate Spearman's footrule whereas in the trivariate case ( $d=3$ ), they both become the average of the corresponding pairwise estimators. By contrast, the estimator $\widehat{\varphi}_{n d}^{(2)}$ does not fulfil any of these properties. Noticeably, the estimator $\widehat{\varphi}_{n d}^{(3)}$ has generally better finite sample properties. For instance, under the hypothesis of independence,
it is always unbiased, regardless of the dimension $d$, whereas the others are not: $\widehat{\varphi}_{n d}^{(2)}$ is always biased and $\widehat{\varphi}_{n d}^{(1)}$ is only unbiased for $d=\{2,3\}$, in which case it coincides with $\widehat{\varphi}_{n d}^{(3)}$. Hence, it seems that, among the three estimators considered, $\widehat{\varphi}_{n d}^{(3)}$ is preferable, especially in small samples, but $\widehat{\varphi}_{n d}^{(1)}$ also makes sense and can be a useful estimator in the bivariate and trivariate case, where it coincides with $\widehat{\varphi}_{n d}^{(3)}$.

## 4. Finite sample comparisons

This section is devoted to present the results of a simulation study of the three estimators discussed in the previous sections in order to evaluate their practical performance. The results presented below are quite suggestive of the applicability of the large-sample theory to finite samples.

We carry out a set of Monte Carlo simulations for the FGM $d$-copula described in Example 1 and the AMH $d$ copula described in Example 3 -the Monte Carlo simulations have been implemented using the R package copula in Hofert et al. [18]. As a benchmark, we also simulate the $d$-dimensional independent copula $\Pi$. We consider three different dimensions, $d=\{3,4,5\}$, and five sample sizes, $n=\{10,20,50,100,500\}$. For each copula, each parameter value and each dimension $d$, we generate 1000 Monte Carlo replicates of size $n$ and for each replicate, we compute the three estimators of the coefficient $\varphi_{d}$ defined in the previous section, namely $\widehat{\varphi}_{n d}^{(1)}, \widehat{\varphi}_{n d}^{(2)}$ and $\widehat{\varphi}_{n d}^{(3)}$. For the sake of simplicity, we only fully report the results for $d=4$ and $n=\{50,500\}$. The results for $d=3$ and $d=5$ and other sample sizes are not displayed here to save space, but they are available as additional material. Interestingly, conclusions remain unchanged.

Tables 1 and 2 report summary statistics for the three estimators under all considered models with $n=50$ and $n=500$, respectively. These tables display, for each copula and estimator, the true multivariate Spearman's footrule (true), the mean, the standard deviation (sd), the root mean square error (rmse), the $2.5^{\text {th }}$ percentile ( $q_{2.5}$ ), the first quartile $\left(q_{25}\right)$, the median $\left(q_{50}\right)$, the third quartile $\left(q_{75}\right)$ and the $97.5^{\text {th }}$ percentile $\left(q_{97.5}\right)$. The investigated copulas are the independence copula, which appears under the case $\theta=0$, the FGM copula with parameter values $\theta=\{0.25,0.5,0.75,0.95\}$ and the AMH copula with parameter values $\theta=\{0.2,0.4,0.6,0.8\}$. To enhance the global picture of the finite performance of the three estimators, Fig. 2 and Fig. 3 display the box-plots of the empirical distribution of the three estimators for FGM and AMH copulas, respectively, with dimension $d=4$ and three sample sizes $n=\{50,100,500\}$. The true value of the multivariate Spearman's footrule for each simulated model is also displayed as a horizontal line. The independence copula will be further analyzed in Fig. 4.

As we can see, when $n=50$, the small sample performance of $\hat{\varphi}_{n d}^{(2)}$ is quite different from the other two estimators, which display hardly no differences between them. First, $\widehat{\varphi}_{n d}^{(1)}$ and $\widehat{\varphi}_{n d}^{(3)}$ tend to underestimate the true footrule, whereas $\widehat{\varphi}_{n d}^{(2)}$ tends to overestimate it. Second, there is a clear superior performance of the former estimators due to their smaller bias. For example, in the AMH model, the maximum relative bias does not exceed $7 \%$ in both $\widehat{\varphi}_{n d}^{(1)}$ and $\widehat{\varphi}_{n d}^{(3)}$ while the relative bias in $\hat{\varphi}_{n d}^{(2)}$ could reach nearly $40 \%$. The median follows the same pattern as the sample mean for the three estimators, which suggests a symmetric sampling distribution, a feature confirmed in Figs. 2 and 3. So, the larger bias of $\widehat{\varphi}_{n d}^{(2)}$ is not due to asymmetry of its sampling distribution, but it could be related to the relationship between the three estimators set in Section 3. At a glance, the more limited values that $\widehat{\varphi}_{n d}^{(2)}$ can take —recall that $\widehat{\varphi}_{n d}^{(1)}<\widehat{\varphi}_{n d}^{(2)}$ — push its sampling distribution up, making this estimator not so well behaved, in terms of bias, as the other two estimators.

By contrast, in terms of dispersion, the differences between the three estimators are not so marked. The standard deviation of three estimators reported in Table 1 are nearly the same, so their performance in terms of rmse is similar to that in terms of bias. Moreover, the length of the intervals with the $50 \%$ and $95 \%$ of values of the three estimators are very similar, although the quantiles which defined such intervals are quite different in the case of $\widehat{\varphi}_{n d}^{(2)}$.

The large sample performance of the three estimators drawn from the Monte Carlo simulations is consistent with our theoretical results; see Table 2 and the box-plots shown in Fig. 2 and Fig. 3. As expected, as the sample size increases, bias and dispersion tend to reduce and the differences between the three estimators become negligible. The same conclusion emerges comparing the quantiles: looking across the entries of the Table 2, we can observe that the quantiles of the three estimators are pretty equal for all models considered, although the sampling distribution of $\widehat{\varphi}_{n d}^{(2)}$ seems to be still slightly upwards.

Finally, to get a better insight on the approximation to the asymptotic distribution, Fig. 4 displays the empirical distribution of the three estimators (rescaled by $\sqrt{n}$ ) for the independent copula $\Pi$ and $d=4$, with the corresponding

Table 1
Bias, standard deviation, rmse and different quantiles of three estimators of the Spearman's footrule coefficient. Computations are based on 1000 Monte Carlo replicates of size $n=50$ of the Farlie-Gumbel-Morgenstern $d$-copula with $d=4$ and parameter values $\theta=\{0.25,0.5,0.75,1\}$ and the Ali-Mikhail-Haq $d$-copula with $d=4$ and parameter values $\theta=\{0.2,0.4,0.6,0.8\}$. The case $\theta=0$ stands for independence.

| Independence copula |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\theta$ | true | estimator | mean | sd | rmse | $\mathrm{q}_{2.5}$ | $\mathrm{q}_{25}$ | $\mathrm{q}_{50}$ | $\mathrm{q}_{75}$ | 997.5 |
| 0 | 0 | $\widehat{\varphi_{1}}$ | -0.0001 | 0.0345 | 0.0345 | -0.0664 | -0.0232 | -0.0004 | 0.0216 | 0.0676 |
|  |  | $\widehat{\varphi_{2}}$ | 0.0199 | 0.0338 | 0.0392 | -0.0451 | -0.0028 | 0.0196 | 0.0412 | 0.0863 |
|  |  | $\widehat{\varphi_{3}}$ | -0.0002 | 0.0345 | 0.0345 | -0.0665 | -0.0233 | -0.0004 | 0.0216 | 0.0676 |
| Farlie-Gumbel-Morgenstern copula |  |  |  |  |  |  |  |  |  |  |
| $\theta$ | true | estimator | mean | sd | rmse | $\mathrm{q}_{2.5}$ | $\mathrm{q}_{25}$ | $\mathrm{q}_{50}$ | $\mathrm{q}_{75}$ | 997.5 |
| 0.25 | 0.0013 | $\widehat{\varphi_{1}}$ | 0.0013 | 0.0352 | 0.0352 | -0.0671 | -0.0231 | 0.0009 | 0.0249 | 0.0532 |
|  |  | $\widehat{\varphi_{2}}$ | 0.0213 | 0.0345 | 0.0399 | -0.0458 | -0.0026 | 0.0209 | 0.0444 | 0.0627 |
|  |  | $\widehat{\varphi_{3}}$ | 0.0013 | 0.0352 | 0.0352 | -0.0672 | -0.0231 | 0.0009 | 0.0249 | 0.0532 |
| 0.5 | 0.0026 | $\widehat{\varphi_{1}}$ | 0.0038 | 0.0364 | 0.0364 | -0.0638 | -0.0211 | 0.0026 | 0.0283 | 0.0543 |
|  |  | $\widehat{\varphi_{2}}$ | 0.0238 | 0.0357 | 0.0415 | -0.0425 | -0.0007 | 0.0225 | 0.0477 | 0.0637 |
|  |  | $\widehat{\varphi_{3}}$ | 0.0038 | 0.0364 | 0.0364 | -0.0638 | -0.0211 | 0.0026 | 0.0282 | 0.0542 |
| 0.75 | 0.004 | $\widehat{\varphi_{1}}$ | 0.0027 | 0.0368 | 0.0368 | -0.0671 | -0.0224 | 0.0016 | 0.0276 | 0.0574 |
|  |  | $\widehat{\varphi_{2}}$ | 0.0226 | 0.036 | 0.0406 | -0.0458 | -0.002 | 0.0216 | 0.0471 | 0.0668 |
|  |  | $\widehat{\varphi_{3}}$ | 0.0026 | 0.0368 | 0.0368 | -0.0671 | -0.0225 | 0.0016 | 0.0276 | 0.0574 |
| 0.95 | 0.005 | $\widehat{\varphi_{1}}$ | 0.0052 | 0.0384 | 0.0384 | -0.0671 | -0.0204 | 0.0036 | 0.0316 | 0.0587 |
|  |  | $\widehat{\widehat{\varphi}_{2}}$ | 0.0251 | 0.0377 | 0.0427 | -0.0458 | 0 | 0.0235 | 0.051 | 0.0682 |
|  |  | $\widehat{\widehat{\varphi}_{3}}$ | 0.0051 | 0.0384 | 0.0384 | -0.0672 | -0.0205 | 0.0036 | 0.0316 | 0.0587 |
| Ali-Mikhail-Haq copula |  |  |  |  |  |  |  |  |  |  |
| $\theta$ | true | estimator | mean | sd | rmse | $\mathrm{q}_{2.5}$ | $\mathrm{q}_{25}$ | $\mathrm{q}_{50}$ | 975 | q97.5 |
| 0.2 | 0.0416 | $\widehat{\varphi_{1}}$ | 0.0389 | 0.0424 | 0.0425 | -0.0318 | 0.0123 | 0.0383 | 0.0651 | 0.1243 |
|  |  | $\widehat{\varphi_{2}}$ | 0.0581 | 0.0415 | 0.0447 | -0.0111 | 0.032 | 0.0575 | 0.0838 | 0.1418 |
|  |  | $\widehat{\varphi_{3}}$ | 0.0388 | 0.0424 | 0.0425 | -0.0318 | 0.0122 | 0.0382 | 0.0651 | 0.1243 |
| 0.4 | 0.089 | $\widehat{\varphi_{1}}$ | 0.0849 | 0.045 | 0.0451 | 0.0029 | 0.0548 | 0.0876 | 0.1183 | 0.1797 |
|  |  | $\widehat{\varphi_{2}}$ | 0.1032 | 0.0441 | 0.0463 | 0.0228 | 0.0737 | 0.1059 | 0.1359 | 0.1961 |
|  |  | $\widehat{\varphi_{3}}$ | 0.0849 | 0.045 | 0.0451 | 0.0029 | 0.0547 | 0.0876 | 0.1183 | 0.1797 |
| 0.6 | 0.1449 | $\widehat{\varphi_{1}}$ | 0.1382 | 0.0491 | 0.0495 | 0.053 | 0.1076 | 0.141 | 0.1725 | 0.239 |
|  |  | $\widehat{\varphi}_{2}$ | 0.1554 | 0.0481 | 0.0492 | 0.0719 | 0.1255 | 0.1582 | 0.1891 | 0.2542 |
|  |  | $\widehat{\varphi_{3}}$ | 0.1382 | 0.0491 | 0.0495 | 0.0529 | 0.1076 | 0.141 | 0.1725 | 0.239 |
| 0.8 | 0.2142 | $\widehat{\varphi_{1}}$ | 0.2093 | 0.0496 | 0.0498 | 0.1129 | 0.1755 | 0.2104 | 0.2444 | 0.3077 |
|  |  | $\widehat{\varphi_{2}}$ | 0.2251 | 0.0486 | 0.0498 | 0.1306 | 0.192 | 0.2261 | 0.2595 | 0.3216 |
|  |  | $\widetilde{\varphi_{3}}$ | 0.2092 | 0.0496 | 0.0498 | 0.1128 | 0.1755 | 0.2103 | 0.2443 | 0.3077 |

asymptotic Normal distribution. Note that closed-form expressions for the asymptotic variance are rare, but in the case of independence, we do have an explicit formula for the asymptotic variance; see equation (20). Noticeably, the approximation to the Normal distribution for the estimators $\widehat{\varphi}_{n d}^{(1)}$ and $\widehat{\varphi}_{n d}^{(3)}$ is very good, even for small samples. However, that is not the case for the estimator $\widehat{\varphi}_{n d}^{(2)}$, which is clearly upward biased, as previously remarked. Nevertheless, as the sample size increases, the bias decreases, the differences between the three estimators reduce and the Normal approximation becomes appropriate for the three of them.

To sump up, the results do suggest that, in small samples, $\widehat{\varphi}_{n d}^{(1)}$ and $\widehat{\varphi}_{n d}^{(3)}$ outperform $\widehat{\varphi}_{n d}^{(2)}$ since the former are systematically less biased and the dispersion of the three estimators are similar. However, in large samples, the differences between the three estimators are quite negligible and, so, large sample theory can be applied to evaluate their practical performance.

Table 2
Bias, standard deviation, rmse and different quantiles of three estimators of the Spearman's footrule coefficient. Computations are based on 1000 Monte Carlo replicates of size $n=500$ of the Ali-Mikhai-Haq $d$-copula with $d=4$ and parameter values $\theta=\{0.2,0.4,0.6,0.8\}$ and the Farlie-Gumbel-Morgenstern $d$-copula with $d=4$ and parameter values $\theta=\{0.25,0.5,0.75,1\}$. The case $\theta=0$ stands for independence.

| Independence copula |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\theta$ | true | estimator | mean | sd | rmse | $\mathrm{q}_{2.5}$ | $\mathrm{q}_{25}$ | $\mathrm{q}_{50}$ | $\mathrm{q}_{75}$ | 997.5 |
|  |  | $\widehat{\varphi_{1}}$ | -0.0004 | 0.0112 | 0.0112 | -0.0223 | -0.0079 | -0.0007 | 0.0073 | 0.0215 |
| 0 | 0 | $\widehat{\varphi_{2}}$ | 0.0016 | 0.0112 | 0.0113 | -0.0202 | -0.0059 | 0.0013 | 0.0093 | 0.0234 |
|  |  | $\widehat{\varphi_{3}}$ | -0.0004 | 0.0112 | 0.0112 | -0.0223 | -0.0079 | -0.0007 | 0.0073 | 0.0214 |
| Farlie-Gumbel-Morgenstern copula |  |  |  |  |  |  |  |  |  |  |
| $\theta$ | true | estimator | mean | sd | rmse | $\mathrm{q}_{2.5}$ | $\mathrm{q}_{25}$ | $\mathrm{q}_{50}$ | $\mathrm{q}_{75}$ | 997.5 |
| 0.25 | 0.0013 | $\widehat{\varphi_{1}}$ | 0.0002 | 0.0117 | 0.0117 | -0.023 | -0.0073 | 0.0002 | 0.0081 | 0.0251 |
|  |  | $\widehat{\varphi_{2}}$ | 0.0022 | 0.0116 | 0.0117 | -0.021 | -0.0053 | 0.0022 | 0.0101 | 0.027 |
|  |  | $\widehat{\varphi_{3}}$ | 0.0002 | 0.0117 | 0.0117 | -0.023 | -0.0073 | 0.0002 | 0.0081 | 0.0251 |
| 0.5 | 0.0026 | $\widehat{\varphi_{1}}$ | 0.0026 | 0.0119 | 0.0119 | -0.0199 | -0.0057 | 0.0027 | 0.0111 | 0.0256 |
|  |  | $\widehat{\varphi_{2}}$ | 0.0046 | 0.0119 | 0.012 | -0.0178 | -0.0036 | 0.0047 | 0.0131 | 0.0275 |
|  |  | $\widehat{\varphi_{3}}$ | 0.0026 | 0.0119 | 0.0119 | -0.0199 | -0.0057 | 0.0027 | 0.0111 | 0.0256 |
| 0.75 | 0.004 | $\widehat{\varphi_{1}}$ | 0.0039 | 0.0117 | 0.0117 | -0.0171 | -0.0046 | 0.0035 | 0.0115 | 0.0281 |
|  |  | $\widehat{\varphi_{2}}$ | 0.0058 | 0.0116 | 0.0118 | -0.015 | -0.0026 | 0.0055 | 0.0135 | 0.03 |
|  |  | $\widehat{\varphi_{3}}$ | 0.0039 | 0.0117 | 0.0117 | -0.0171 | -0.0046 | 0.0035 | 0.0115 | 0.0281 |
| 0.95 | 0.005 | $\widehat{\varphi_{1}}$ | 0.0049 | 0.0117 | 0.0117 | -0.0165 | -0.0034 | 0.0045 | 0.0128 | 0.0284 |
|  |  | $\widehat{\varphi_{2}}$ | 0.0068 | 0.0117 | 0.0118 | -0.0145 | -0.0014 | 0.0065 | 0.0148 | 0.0303 |
|  |  | $\widehat{\varphi_{3}}$ | 0.0049 | 0.0117 | 0.0117 | -0.0165 | -0.0034 | 0.0045 | 0.0128 | 0.0284 |
| Ali-Mikhail-Haq copula |  |  |  |  |  |  |  |  |  |  |
| $\theta$ | true | estimator | mean | sd | rmse | $\mathrm{q}_{2.5}$ | $\mathrm{q}_{25}$ | $\mathrm{q}_{50}$ | $\mathrm{q}_{75}$ | 997.5 |
| 0.2 | 0.0416 | $\widehat{\varphi_{1}}$ | 0.0413 | 0.0127 | 0.0127 | 0.0162 | 0.0324 | 0.0412 | 0.0497 | 0.0648 |
|  |  | $\widehat{\varphi_{2}}$ | 0.0432 | 0.0127 | 0.0128 | 0.0182 | 0.0343 | 0.0431 | 0.0516 | 0.0667 |
|  |  | $\widehat{\varphi_{3}}$ | 0.0413 | 0.0127 | 0.0127 | 0.0162 | 0.0324 | 0.0412 | 0.0497 | 0.0648 |
| 0.4 | 0.089 | $\widehat{\varphi_{1}}$ | 0.0893 | 0.0137 | 0.0137 | 0.0618 | 0.0799 | 0.089 | 0.0983 | 0.1158 |
|  |  | $\widehat{\varphi_{2}}$ | 0.0911 | 0.0136 | 0.0138 | 0.0636 | 0.0817 | 0.0908 | 0.1001 | 0.1175 |
|  |  | $\widehat{\varphi_{3}}$ | 0.0893 | 0.0137 | 0.0137 | 0.0618 | 0.0799 | 0.089 | 0.0983 | 0.1158 |
| 0.6 | 0.1449 | $\widehat{\varphi_{1}}$ | 0.1440 | 0.0146 | 0.0147 | 0.1167 | 0.1339 | 0.1439 | 0.1557 | 0.1736 |
|  |  | $\widehat{\varphi_{2}}$ | 0.1457 | 0.0146 | 0.0146 | 0.1185 | 0.1356 | 0.1456 | 0.1574 | 0.1752 |
|  |  | $\widehat{\varphi_{3}}$ | 0.1440 | 0.0146 | 0.0147 | 0.1167 | 0.1339 | 0.1439 | 0.1557 | 0.1736 |
| 0.8 | 0.2142 | $\widehat{\varphi_{1}}$ | 0.2134 | 0.0158 | 0.0158 | 0.1839 | 0.2038 | 0.2141 | 0.224 | 0.2458 |
|  |  | $\widehat{\varphi_{2}}$ | 0.2150 | 0.0157 | 0.0158 | 0.1855 | 0.2054 | 0.2157 | 0.2255 | 0.2473 |
|  |  | $\widehat{\varphi_{3}}$ | 0.2134 | 0.0158 | 0.0158 | 0.1839 | 0.2038 | 0.2141 | 0.224 | 0.2458 |

## 5. Asymptotic relative efficiency

Empirical Spearman's footrule, as well as other copula-based measures, like Spearman's rho or Kendall's tau, are natural statistics for testing independence. Hence, it makes sense to compare them to help the user make a substantiated choice of the most efficient one. In this section, we undertake such comparison by looking at their Pitman's asymptotic relative efficiencies (ARE) as test statistics for independence. In particular, we will compute Pitman's ARE using the classical formulation for asymptotically normally distributed statistics; see Serfling [34]. This requires introducing some further notation. First, let $C_{\theta}$ denote a one-parameter $d$-copula such that $C_{0}=\Pi$, so the hypothesis of independence can be regarded as $H_{0}: \theta=0$, and let $\varphi_{d}=\varphi_{d}(\theta)$ be the population Spearman's footrule for this
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Fig. 2. Empirical distribution of three estimators of Spearman's footrule coefficient for the Farlie-Gumbel-Morgenstern $d$-copula with $d=4$, parameter values $\theta=\{0.25,0.5,0.75,0.95\}$ and sample sizes $n=\{50,100,500\}$. Horizontal red line in each graph sets the true value of Spearman's footrule.
copula $C_{\theta}$. Second, given that the three empirical versions of Spearman's footrule in Section 3 are asymptotically equivalent, here ownwards we will drop the superscript and denote the empirical footrule as $\widehat{\varphi}_{n d}$. From the results in Section 3 , we know that $\sqrt{n}\left(\widehat{\varphi}_{n d}-\varphi_{d}\right)$ is an asymptotically zero-mean normal variable, whose limiting variance, say $\sigma_{\varphi}^{2}(\theta)$, depends on the underlying copula $C_{\theta}$. Let $V_{n}$ be another statistic for independence, such that $\sqrt{n}\left(V_{n}-\mu_{V}(\theta)\right)$ is also an asymptotically zero-mean normal variable with limiting variance $\sigma_{V}^{2}(\theta)$ under $C_{\theta}$. Thus, provided that the copula $C_{\theta}$ meets mild regularity conditions, the Pitman's ARE of $\widehat{\varphi}_{n d}$ compared with $V_{n}$ will be calculated as

$$
\begin{equation*}
\operatorname{ARE}\left(\widehat{\varphi}_{n d}, V_{n}\right)=\left(\frac{\varphi_{d}^{\prime}(0)}{\sigma_{\varphi}(0)}\right)^{2} /\left(\frac{\mu_{V}^{\prime}(0)}{\sigma_{V}(0)}\right)^{2}, \tag{30}
\end{equation*}
$$



Fig. 3. Empirical distribution of three estimators of Spearman's footrule coefficient for the Ali-Mikhail-Haq $d$-copula with $d=4$, parameter values $\theta=\{0.2,0.4,0.6,0.8\}$ and sample sizes $n=\{50,100,500\}$. Horizontal red line in each graph sets the true value of Spearman's footrule.
where $\varphi_{d}^{\prime}(0)$ and $\mu_{V}^{\prime}(0)$ are the derivatives with respect to $\theta$ of the asymptotic means $\varphi_{d}(\theta)$ and $\mu_{V}(\theta)$, respectively, evaluated at $\theta=0$, i.e., $\mu_{V}^{\prime}(0)=\left.\left(\partial \mu_{V}(\theta) / \partial \theta\right)\right|_{\theta=0}$ and $\varphi_{d}^{\prime}(0)=\left.\left(\partial \varphi_{d}(\theta) / \partial \theta\right)\right|_{\theta=0}$, and $\sigma_{\varphi}^{2}(0)$ and $\sigma_{V}^{2}(0)$ stand for the asymptotic variances of $\widehat{\varphi}_{n d}$ and $V_{n}$, respectively, at independence. Note that the expression of $\sigma_{\varphi}^{2}(0)$ is given in equation (20), where it was denoted as $\sigma_{\Pi}^{2}$. If $\operatorname{ARE}\left(\widehat{\varphi}_{n d}, V_{n}\right)>1$, Spearman's footrule will be a locally more powerful test statistic for independence than $V_{n}$, whereas $\operatorname{ARE}\left(\widehat{\varphi}_{n d}, V_{n}\right)<1$ will indicate that $V_{n}$ is more powerful.

As far as we know, the only paper comparing the merits of the tests based on Spearman's footrule with other test statistics for independence is Genest et al. [14], who confine their analysis to the bidimensional case and conclude that no general recommendation can be made, as the results depend on the specific class of alternatives. In a multivariate setting, Stepanova [37] establishes conditions for Pitman optimality of multivariate tests for independence based on multivariate versions of Kendall's tau and Spearman's rho. In particular, the author proves that the average


Fig. 4. Empirical distribution (rescaled by $\sqrt{ } \bar{n}$ ) of three estimators of Spearman's footrule coefficient for the independent $d$-copula with $d=4$ and sample sizes $n=\{50,100,500\}$. The corresponding asymptotic Normal distribution under independence is also displayed.
pairwise Kendall's tau and the average pairwise Spearman's rho are asymptotically equivalent (in the Pitman's sense) and they are Pitman optimal for some particular copulas, whereas for other alternatives, the multivariate version of Spearman's rho proposed by Joe [19] is Pitman's optimal. Quessy [31] complements the findings in Stepanova [37] by comparing eight Spearman-type statistics for independence under different copula models and also concludes that their performance can vary depending on the kind of local alternatives encountered.

Following this literature, we investigate Pitman's ARE of multivariate Spearman's footrule with respect to multivariate versions of Kendall's tau and Spearman's rho. In particular, we consider the multivariate coefficients in Nelsen [24], which can be written as follows:

$$
\begin{equation*}
\tau_{d}=\tau_{d}(\theta)=\frac{1}{2^{d-1}-1}\left[2^{d}\left(1-\int_{0}^{1} K(t, \theta) \mathrm{d} t\right)-1\right] \tag{31}
\end{equation*}
$$

$$
\begin{align*}
& \rho_{d}^{+}=\rho_{d}^{+}(\theta)=\frac{d+1}{2^{d}-d-1}\left[2^{d} \int_{[0,1]^{d}} \Pi(\mathbf{u}) \mathrm{d} C_{\theta}(\mathbf{u})-1\right], \\
& \rho_{d}^{-}=\rho_{d}^{-}(\theta)=\frac{d+1}{2^{d}-d-1}\left[2^{d} \int_{[0,1]^{d}} C_{\theta}(\mathbf{u}) \mathrm{d} \Pi(\mathbf{u})-1\right], \tag{32}
\end{align*}
$$

where $C_{\theta}$ is a one-parameter $d$-dimensional copula, with $d \geq 2$, and $K(t, \theta)$ is the so-called Kendall's distribution function of $C_{\theta}$; see Barbe et al. [2] and Genest et al. [16]. Nelsen [24] notes that, when $d=3, \tau_{3}$ coincides with the average of the three possible pairwise Kendall's tau. For further comparisons of our results with previous literature, we also consider another multivariate version of Spearman's rho, defined as the average of all possible pairwise Spearman's correlation coefficients, i.e. ${ }^{2}$

$$
\rho_{d}^{*}=\rho_{d}^{*}(\theta)=\frac{2}{d(d-1)} \sum_{j<k}\left[12 \int_{[0,1]^{2}} C_{\theta}\left(u_{j}, u_{k}\right) \mathrm{d} u_{j} \mathrm{~d} u_{k}-3\right]
$$

The corresponding statistics for testing independence, based on a random sample $\mathbf{X}_{i}=\left(X_{i 1}, \ldots, X_{i d}\right), i=1, \ldots, n$, of a continuous random vector $\mathbf{X}$ with copula $C_{\theta}$, are the following:

$$
\begin{aligned}
& \widehat{\tau}_{n d}=\frac{1}{2^{d-1}-1}\left[-1+\frac{2^{d}}{n(n-1)} \sum_{i \neq j} \mathbf{1}\left\{\mathbf{X}_{i} \leq \mathbf{X}_{j}\right\}\right], \\
& \widehat{\rho}_{n d}^{+}=\left[\frac{1}{n} \sum_{i=1}^{n} \prod_{j=1}^{d} R_{i j}-\left(\frac{n+1}{2}\right)^{d}\right] /\left[\frac{1}{n} \sum_{i=1}^{n} i^{d}-\left(\frac{n+1}{2}\right)^{d}\right], \\
& \widehat{\rho}_{n d}^{-}=\left[\frac{1}{n} \sum_{i=1}^{n} \prod_{j=1}^{d} \bar{R}_{i j}-\left(\frac{n+1}{2}\right)^{d}\right] /\left[\frac{1}{n} \sum_{i=1}^{n} i^{d}-\left(\frac{n+1}{2}\right)^{d}\right], \\
& \widehat{\rho}_{n d}^{*}=\frac{12}{n^{2}-1}\left[\frac{2}{d(d-1)} \sum_{1 \leq j<k \leq d} \frac{1}{n} \sum_{i=1}^{n} R_{i j} R_{i k}-\left(\frac{n+1}{2}\right)^{2}\right],
\end{aligned}
$$

where $R_{i j}$ are the ranks defined in Section 3 and $\bar{R}_{i j}=n+1-R_{i j}$. The statistic $\widehat{\tau}_{n d}$ is taken from Genest et al. [15], whereas the statistic $\widehat{\rho}_{n d}^{+}$is in Joe [19], Stepanova [37] and Pérez and Prieto-Alaiz [29], the statistic $\widehat{\rho_{n d}}$ is taken from Pérez and Prieto-Alaiz [29] and $\widehat{\rho}_{n d}^{*}$ is taken from Joe [19] and Stepanova [37]. These last three statistics are slightly different to those in Quessy [31] and Schmid and Schmidt [32], but they are asymptotically equivalent. Noticeably, for $d=3$, the statistic $\widehat{\tau}_{n 3}$ becomes the average of the three possible empirical pairwise Kendall's tau.

Under certain regularity conditions, Genest et al. [15] show that the statistic $\sqrt{n}\left(\widehat{\tau}_{n d}-\tau_{d}\right)$ is an asymptotically zero-mean normal variable whose limiting variance, under the null hypothesis of independence, i.e., when $C_{0}=\Pi$, is

$$
\begin{equation*}
\sigma_{\tau}^{2}(0)=\frac{2}{\left(2^{d-1}-1\right)^{2}}\left[\left(\frac{4}{3}\right)^{d}+\left(\frac{2}{3}\right)^{d}-2\right] . \tag{33}
\end{equation*}
$$

Similarly, it can be proved (see Quessy [31], Schmid and Schmidt [32] and Stepanova [37]) that the statistics $\sqrt{n}\left(\widehat{\rho}_{n d}^{+}-\rho_{d}^{+}\right), \sqrt{n}\left(\widehat{\rho}_{n d}^{-}-\rho_{d}^{-}\right)$and $\sqrt{n}\left(\widehat{\rho}_{n d}^{*}-\rho_{d}^{*}\right)$ are asymptotically zero-mean normal variables, whose limiting variances under independence are:

$$
\begin{align*}
& \sigma_{\rho^{-}}^{2}(0)=\sigma_{\rho^{+}}^{2}(0)=\frac{(d+1)^{2}}{\left(2^{d}-d-1\right)^{2}}\left[\left(\frac{4}{3}\right)^{d}-\frac{d}{3}-1\right],  \tag{34}\\
& \sigma_{\rho^{*}}^{2}(0)=\frac{2}{d(d-1)} \tag{35}
\end{align*}
$$

[^2]Table 3
Asymptotic relative efficiency of multivariate Spearman's footrule with respect to multivariate Kendall's tau and Spearman's rho.

| Model <br> Statistic | FGM |  |  | AMH |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $d=2$ | $d=4$ | $d=6$ | $d=2$ | $d=3$ | $d=4$ | $d=5$ | $d=6$ |
| $\widehat{\tau}_{n d}$ | 0.9 | 1.898 | 2.030 | 0.9 | 0.9 | 0.859 | 0.787 | 0.701 |
| $\hat{\rho}_{n d}^{+}$ | 0.9 | 2.313 | 2.869 | 0.9 | 0.810 | 0.705 | 0.597 | 0.496 |
| $\widehat{\rho}_{n d}^{-}$ | 0.9 | 2.313 | 2.869 | 0.9 | 1.266 | 1.712 | 2.242 | 2.876 |
| $\hat{\rho}_{n d}^{*}$ | 0.9 | - | - | 0.9 | 0.9 | 0.875 | 0.831 | 0.780 |

Now, using equation (30), the Pitman's ARE of the empirical Spearman's footrule with respect to the empirical Kendall's tau, for instance, is computed as

$$
\operatorname{ARE}\left(\widehat{\varphi}_{n d}, \widehat{\tau}_{n d}\right)=\left(\frac{\varphi_{d}^{\prime}(0)}{\sigma_{\varphi}(0)}\right)^{2} /\left(\frac{\tau_{d}^{\prime}(0)}{\sigma_{\tau}(0)}\right)^{2},
$$

where $\sigma_{\tau}^{2}(0)$ is given in (33) and $\tau_{d}^{\prime}(0)=\left.\left(\partial \tau_{d}(\theta) / \partial \theta\right)\right|_{\theta=0}$ will be calculated for each particular alternative. The Pitman's ARE of $\widehat{\varphi}_{n d}$ compared with $\widehat{\rho}_{n d}^{-}, \widehat{\rho}_{n d}^{+}$and $\widehat{\rho}_{n d}^{*}$ are computed in a similar way.

To illustrate our results, we will chose as alternatives the multivariate FMG copula in Example 1 (notice that this generalization is different from that used in Quessy [31] and Stepanova [37]) and the multivariate AMH copula in Example 3. These two families are one-parameter $d$-copulas, say $C_{\theta}$, that reduce to the independence copula when $\theta=0$, i.e., $C_{0}=\Pi$, so the hypothesis of independence can be regarded as $H_{0}: \theta=0$ in both cases. Moreover, the election of these families enables comparing our results with the existing literature mentioned above. Given below are the results for the cases $d=\{3,4,5,6\}$. As a benchmark, we also compute the results for $d=2$ (recall that, in this case, $\rho_{2}^{-}=\rho_{2}^{+}=\rho_{2}^{*}$ and $\widehat{\rho}_{n 2}^{-}=\widehat{\rho}_{n 2}^{+}=\widehat{\rho}_{n 2}^{*}$ ).

Example 4. Let $C_{\theta}^{\text {FGM }}$ be the FGM $d$-copula in equation (8). As shown in Úbeda-Flores [38], when $d$ is odd, one gets $\tau_{d}=\varphi_{d}=0$. Hence, for this family we will only perform comparisons for $d=\{2,4,6\}$. Moreover, for $d \geq 3$, all the margins of any dimension $j \geq 2$ are $\Pi$ in the corresponding dimension $j$ and so, the average pairwise Spearman's rho $\rho_{d}^{*}$ equals 0 . Hence, for $d \geq 3$, the corresponding statistic $\widehat{\rho}_{n d}^{*}$ will not be considered. Noticeably, for this family it is possible to work out closed-form expressions of the four coefficients to be analysed. In particular, the expression of multivariate Spearman's footrule is given in equation (9) and, from this equation, one easily deduces ${ }^{3}$

$$
\varphi_{d}^{\prime}\left(C_{0}^{\mathbf{F G M}}\right)=\frac{\left(1+(-1)^{d}\right)(d+1)(d!)^{2}}{(d-1)(2 d+1)!}
$$

An explicit expression of multivariate Kendall's tau for this family is given in Genest et al. [15], from which it is obtained immediately

$$
\tau_{d}^{\prime}\left(C_{0}^{\mathbf{F G M}}\right)=\frac{\left(1+(-1)^{d}\right)}{3^{d}\left(2^{d-1}-1\right)}
$$

Finally, in Appendix E, we derive closed-form expressions of multivariate Spearman's $\rho_{d}^{+}$and $\rho_{d}^{-}$for this copula model. From these formulae, one deduces

$$
\rho_{d}^{+\prime}\left(C_{0}^{\mathbf{F G M}}\right)=\frac{(-1)^{d}(d+1)}{3^{d}\left(2^{d}-d-1\right)}, \quad \rho_{d}^{-\prime}\left(C_{0}^{\mathbf{F G M}}\right)=\frac{(d+1)}{3^{d}\left(2^{d}-d-1\right)} .
$$

Now, simple calculations based on the expressions above and those in equations (33)-(34), yield the results displayed in the first columns of Table 3. As expected, for $d=2$, Spearman's footrule is less efficient than Kendall's tau and Spearman's rho, which are equivalent. Recall that the latter are optimal for the bivariate FGM; see Stepanova [37].

[^3]However, for $d \geq 3$, the Spearman's footrule is always the best, while $\widehat{\tau}_{n d}$ is the second one and $\widehat{\rho}_{n d}$ and $\widehat{\rho}_{n d}^{+}$, which are asymptotically equivalent, are not worth considering for these local alternatives. Hence, for this family and $d \geq 3$, the statistics can be ordered in terms of their asymptotic efficiency, from the best to the worst, as

$$
\widehat{\varphi}_{n d}>\widehat{\tau}_{n d}>\widehat{\rho}_{n d}=\widehat{\rho}_{n d}^{+}
$$

Example 5. Let $C_{\theta}^{\text {AMH }}$ be the AMH $d$-copula in equation (12). Unlike Example 4, in this case, there are no simple closed-form expressions of the coefficients to be analysed. For the Spearman's footrule, we do have an explicit formula in Equation (14), from which it is a routine exercise to check that

$$
\varphi_{d}^{\prime}\left(C_{0}^{\mathbf{A M H}}\right)=\frac{d}{(d+2)(2 d+1)}+\frac{d+1}{d-1}\left[\sum_{i=2}^{d}(-1)^{i}\binom{d}{i} \frac{i(i-1)}{(i+1)(i+2)(2 i+1)}\right] .
$$

For the other four coefficients, we directly focus on computing and evaluating their derivatives under $\theta=0$. Regarding Kendall's tau, in Appendix E we derive a recursive general formula to compute $\tau_{d}^{\prime}(0)$ for Archimedean $d$-copulas, using the results in Barbe et al. [2] and Genest et al. [16] based on the Kendall's distribution function. From this formula, the following particular values for the AMH come up

$$
\tau_{2}^{\prime}\left(C_{0}^{\mathbf{A M H}}\right)=\tau_{3}^{\prime}\left(C_{0}^{\mathbf{A M H}}\right)=0.222, \tau_{4}^{\prime}\left(C_{0}^{\mathbf{A M H}}\right)=0.194, \tau_{5}^{\prime}\left(C_{0}^{\mathbf{A M H}}\right)=0.156, \tau_{6}^{\prime}\left(C_{0}^{\mathbf{A M H}}\right)=0.120
$$

In turn, the derivatives of the multivariate Spearman's $\rho_{d}^{+}, \rho_{d}^{-}$and $\rho_{d}^{* \prime}$ for the AMH copula, evaluated at $\theta=0$, are (see Quessy [31])

$$
\begin{aligned}
& \rho_{d}^{+\prime}\left(C_{0}^{\mathbf{A M H}}\right)=\frac{(d+1)}{\left(2^{d}-d-1\right)}\left[\left(\frac{4}{3}\right)^{d}-\frac{d}{3}-1\right], \\
& \rho_{d}^{-\prime}\left(C_{0}^{\mathbf{A M H}}\right)=\frac{(d+1)}{\left(2^{d}-d-1\right)}\left[\left(\frac{2}{3}\right)^{d}+\frac{d}{3}-1\right], \\
& \rho_{d}^{* \prime}\left(C_{0}^{\mathbf{A M H}}\right)=\frac{1}{3} .
\end{aligned}
$$

From these expressions above and those in (33)-(35), the results displayed in the last columns of Table 3 come up. One sees that, for $d=2$, the results for the bivariate FGM and AMH copulas coincide. This does not come as a surprise since, in the bivariate case, $\varphi_{2}^{\prime}\left(C_{0}^{\mathbf{A M H}}\right)=\varphi_{2}^{\prime}\left(C_{0}^{\mathbf{F G M}}\right), \tau_{2}^{\prime}\left(C_{0}^{\mathbf{A M H}}\right)=\tau_{2}^{\prime}\left(C_{0}^{\mathbf{F G M}}\right)$, and $\rho_{2}^{\prime}\left(C_{0}^{\mathbf{A M H}}\right)=\rho_{2}^{\prime}\left(C_{0}^{\mathbf{F G M}}\right)$. For $d \geq 3$, Spearman's footrule is always more efficient than $\widehat{\rho}_{n d}$, which becomes the poorest statistic for this kind of alternatives. By contrast, Spearman's footrule is always less efficient than Kendall's tau and Spearman's $\widehat{\rho}_{n d}^{*}$ and $\widehat{\rho}_{n d}^{+}$, and the latter always dominates the others. Keeping in mind that $\hat{\rho}_{n d}^{+}$is as its best under AMH kind of alternatives (see Quessy [31]), Spearman's footrule remains a good competitor, especially when $d$ is small. As expected, for $d=3$, Kendall's tau and Spearman's $\widehat{\rho}_{n 3}^{*}$ become equivalent; recall that Stepanova [37] shows that average pairwise Spearman's and average pairwise Kendall's are asymptotically equivalent (in the Pitman sense). Hence, for this family and $d \geq 3$, the statistics can be ordered in terms of their asymptotic efficiency, as

$$
\widehat{\rho}_{n d}^{+}>\widehat{\tau}_{n d} \geq \widehat{\rho}_{n d}^{*}>\widehat{\varphi}_{n d}>\widehat{\rho}_{n d} .
$$

Other comparisons are not computed, but one can recover, for instance, the $\operatorname{ARE}\left(\widehat{\rho}_{n d}, \widehat{\rho}_{n d}^{+}\right)$, via the relationship

$$
\operatorname{ARE}\left(\widehat{\rho}_{n d}, \widehat{\rho}_{n d}^{+}\right)=\frac{\operatorname{ARE}\left(\widehat{\varphi}_{n d}, \widehat{\rho}_{n d}^{+}\right)}{\operatorname{ARE}\left(\widehat{\varphi}_{n d}, \widehat{\rho}_{n d}^{-}\right)} .
$$

In doing so, the values obtained for the AMH copula coincide with those in Quessy [31, Table 2], as expected.

## 6. Conclusions

In this paper, we propose two new nonparametric estimators of multivariate Spearman's footrule which are based on two sample versions of AOD measures of multivariate concordance and compare them with a previous estimator
proposed in Úbeda-Flores [38]. We show that, one of the estimators proposed share some interesting features with the estimator in Úbeda-Flores [38]. In particular, they coincide in the bivariate case, where both reduce to the well-known empirical bivariate Spearman's footrule, whereas, in the trivariate case, they both become the average of the corresponding pairwise estimators. Moreover, we show that the three estimators analysed are asymptotically equivalent and we derive their asymptotic distribution under milder conditions and using a different approach than those in Genest et al. [14]. Furthermore, we show that, under independence, one of the new estimators proposed outperforms the others, since it is unbiased regardless of the dimensions considered. These results are further illustrated with Monte Carlo experiments based on the independent copula and two well-known one parameter copulas, namely a multivariate FGM copula and a multivariate Archimedean copula. These experiments also reveal that, in small samples, the performance of the three estimators considered is different. In particular, one of the two estimators proposed is nearly equivalent to the estimator in Úbeda-Flores [38] and clearly outperforms the others, especially in small samples. The paper also investigates the performance of this estimator, in terms of their Pitman asymptotic relative efficiency, as compared to Spearman's rho and Kendall's tau, when they are used as statistics for testing multivariate independence. As one could expect, the results vary considerably depending on the kind of alternatives encountered: Spearman's footrule seems to be locally optimal for the multivariate FGM alternative when $d \geq 3$, but it is less efficient when the alternative is the multivariate AMH, where Spearman's $\widehat{\rho}_{n d}^{+}$and $\widehat{\rho}_{n d}^{-}$seem to be the most and least efficient, respectively. Further comparisons with other multivariate measures of association, like Gini's gamma or Blomqvist beta, would be interesting for future works.
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## Appendix A

Lemma 1. Let $f(t)=\frac{1-\theta}{e^{t}-\theta}$ for all $t \geq 0$, with $\theta \in[0,1[$. Then

$$
\begin{equation*}
(-1)^{k} \frac{d^{k}}{d t^{k}} f(t)=\frac{(1-\theta) e^{t} \sum_{i=0}^{k-1} p_{i} \theta^{i} e^{(k-i-1) t}}{\left(e^{t}-\theta\right)^{k+1}} \tag{36}
\end{equation*}
$$

for all $t \in] 0,+\infty\left[\right.$, where $p_{i}>0$ for all $i=0,1, \ldots, k-1$, with $p_{0}=p_{k-1}=1$.
Proof. We prove this result by induction on $k$. If $k=1$, then

$$
(-1) \frac{d}{d t} f(t)=\frac{(1-\theta) e^{t} p_{0}}{\left(e^{t}-\theta\right)^{2}}
$$

for all $t>0$. Now, assume the result is true for any value $2, \ldots, k$. Then, by using (36), we have

$$
\begin{aligned}
&- \frac{d}{d t}\left((-1)^{k} \frac{d^{k}}{d t^{k}}\right) f(t) \\
&=-(1-\theta) e^{t} \frac{\left(\sum_{i=0}^{k-1} p_{i} \theta^{i} e^{(k-i-1) t}+\sum_{i=0}^{k-2} p_{i} \theta^{i}(k-i-1) e^{(k-i-1) t}\right)\left(e^{t}-\theta\right)-\sum_{i=0}^{k-1} p_{i} \theta^{i} e^{(k-i-1) t}(k+1) e^{t}}{\left(e^{t}-\theta\right)^{k+2}} \\
&=-(1-\theta) e^{t} \frac{\left(e^{t}-\theta\right) \sum_{i=0}^{k-1} p_{i} \theta^{i}(k-i) e^{(k-i-1) t}-(k+1) \sum_{i=0}^{k-1} p_{i} \theta^{i} e^{(k-i) t}}{\left(e^{t}-\theta\right)^{k+2}} \\
&=-(1-\theta) e^{t} \frac{\sum_{i=0}^{k-1} p_{i} \theta^{i}(k-i) e^{(k-i) t}-\sum_{i=1}^{k} p_{i-1} \theta^{i}(k-i+1) e^{(k-i) t}-\sum_{i=0}^{k-1} p_{i} \theta^{i}(k+1) e^{(k-i) t}}{\left(e^{t}-\theta\right)^{k+2}} \\
&=(1-\theta) e^{t} \sum_{i=0}^{k} q_{i} \theta^{i} e^{(k-i) t} \\
&\left(e^{t}-\theta\right)^{k+2}
\end{aligned}
$$

for all $t>0$, with $q_{0}=p_{0}=1, q_{k}=p_{k-1}=1$ and $q_{i}=(i+1) p_{i}+(k-i+1) p_{i-1}>0$ for every $i=1, \ldots, k-1$, whence the result follows.

## Appendix B. Proof of Theorem 1

To prove Theorem 1 we need additional notation and some preliminary results. We denote the empirical distribution function of the $d$-dimensional vector $\mathbf{X}=\left(X_{1}, \ldots, X_{d}\right)$ by $H_{n}$, defined as

$$
H_{n}(\mathbf{x})=\frac{1}{n+1} \sum_{i=1}^{n} \mathbf{1}\left\{\mathbf{X}_{i} \leq \mathbf{x}\right\}
$$

for $\mathbf{x}=\left(x_{1}, \ldots, x_{d}\right) \in \mathbb{R}^{d}$, where $\mathbf{X}_{i}$, for $i=1, \ldots, n$, is a sample of $n$ independent random vectors from $\mathbf{X}$, and $\mathbf{X}_{i} \leq \mathbf{x}$ means $X_{i j} \leq x_{j}$, for all $j=1, \ldots, d$, and we denote the empirical marginal distribution of $X_{i j}$ by $F_{n j}$, defined as

$$
F_{n j}(z)=\frac{1}{n+1} \sum_{i=1}^{n} \mathbf{1}\left\{X_{i j} \leq z\right\} .
$$

Note that in the case of data without ties, we have

$$
F_{n j}\left(X_{i j}\right)=\frac{R_{i j}}{n+1},
$$

where $R_{i j}$ denotes the rank of $X_{i j}$ among $\left\{X_{1 j}, \ldots, X_{n j}\right\}$, with $j=1, \ldots, d$.
Consider

$$
\begin{align*}
& A_{n}=\frac{1}{n} \sum_{i=1}^{n} M\left(F_{n 1}\left(X_{i 1}\right), \ldots, F_{n d}\left(X_{i d}\right)\right)-\int_{[0,1]^{d}} M(\mathbf{u}) \mathrm{d} C(\mathbf{u}),  \tag{37}\\
& B_{n}=\frac{1}{n} \sum_{i=1}^{n} \bar{M}\left(F_{n 1}\left(X_{i 1}\right), \ldots, F_{n d}\left(X_{i d}\right)\right)-\int_{[0,1]^{d}} \bar{M}(\mathbf{u}) \mathrm{d} C(\mathbf{u}) . \tag{38}
\end{align*}
$$

Now we have

$$
\begin{equation*}
\widehat{Q}_{n d}^{\prime}(M, C)-Q_{d}^{\prime}(M, C)=A_{n}+B_{n} \tag{39}
\end{equation*}
$$

and

$$
\begin{aligned}
& A_{n}=A_{n}^{*}+\frac{1}{n} \sum_{i=1}^{n}\left(M\left(F_{n 1}\left(X_{i 1}\right), \ldots, F_{n d}\left(X_{i d}\right)\right)-M\left(F_{1}\left(X_{i 1}\right), \ldots, F_{d}\left(X_{i d}\right)\right)\right), \\
& B_{n}=B_{n}^{*}+\frac{1}{n} \sum_{i=1}^{n}\left(\bar{M}\left(F_{n 1}\left(X_{i 1}\right), \ldots, F_{n d}\left(X_{i d}\right)\right)-\bar{M}\left(F_{1}\left(X_{i 1}\right), \ldots, F_{d}\left(X_{i d}\right)\right)\right),
\end{aligned}
$$

where

$$
\begin{align*}
& A_{n}^{*}=\frac{1}{n} \sum_{i=1}^{n}\left(M\left(F_{1}\left(X_{i 1}\right), \ldots, F_{d}\left(X_{i d}\right)\right)-\mathbb{E} M\left(F_{1}\left(X_{i 1}\right), \ldots, F_{d}\left(X_{i d}\right)\right)\right),  \tag{40}\\
& B_{n}^{*}=\frac{1}{n} \sum_{i=1}^{n}\left(\bar{M}\left(F_{1}\left(X_{i 1}\right), \ldots, F_{d}\left(X_{i d}\right)\right)-\mathbb{E} \bar{M}\left(F_{1}\left(X_{i 1}\right), \ldots, F_{d}\left(X_{i d}\right)\right)\right) . \tag{41}
\end{align*}
$$

We next give an auxiliary proposition, where $\omega$ denotes the elementary event and $\omega \rightarrow n_{o}(\omega)$ is a random number.
Proposition 1. Assume that the (univariate) distributions $F_{1}, \ldots, F_{d}$ are continuous. Then
a) $\max _{j=1 \ldots d} \sup _{x \in \mathbb{R}}\left|F_{j n}(x)-F_{j}(x)\right|=O_{\mathbb{P}}\left(n^{-1 / 2}\right)$, and
b) $\max _{j=1 \ldots d} \sup _{x \in \mathbb{R}}\left|F_{j n}(x)-F_{j}(x)\right| \leq \kappa_{1} \sqrt{\frac{\ln \ln n}{n}}$ a.s.
for $n \geq n_{0}(\omega)$ with a constant $\kappa_{1}>\frac{1}{2} \sqrt{2}$.
Proof. Assertion a) is a consequence of the Dvoretzky-Kiefer-Wolfowitz inequality (see van der Vaart [39], p.268):

$$
\mathbb{P}\left\{\sqrt{n} \sup _{x \in \mathbb{R}}\left|F_{j n}(x)-F_{j}(x)\right|>t\right\} \leq 2 e^{-2 t^{2}}
$$

for $n, t>0, j=1, \ldots, d$.
Assertion b) follows from van der Vaart [39], p. 268, for example.
Lemma 2. Consider the expressions (37), (38), (40) and (41), and suppose that Assumption $\mathcal{A}_{C}$ is fulfilled. Then we have
i. $A_{n}-A_{n}^{*}=D_{n}+o_{\mathbb{P}}\left(n^{-1 / 2}\right)$, where

$$
D_{n}=\sum_{j=1}^{d} \frac{1}{n} \sum_{i=1}^{n}\left(F_{n j}\left(X_{i j}\right)-F_{j}\left(X_{i j}\right)\right) \mathbf{1}\left\{F_{j}\left(X_{i j}\right)<F_{l}\left(X_{i l}\right) \forall l \neq j\right\} .
$$

ii. $B_{n}-B_{n}^{*}=E_{n}+o_{\mathbb{P}}\left(n^{-1 / 2}\right)$, where

$$
E_{n}=\sum_{j=1}^{d} \frac{1}{n} \sum_{i=1}^{n}\left(-F_{n j}\left(X_{i j}\right)+F_{j}\left(X_{i j}\right)\right) \mathbf{1}\left\{F_{j}\left(X_{i j}\right)>F_{l}\left(X_{i l}\right) \forall l \neq j\right\} .
$$

Proof. Firstly, note that $\mathbf{1}(A \cap B)=\mathbf{1}(B)-\mathbf{1}(\bar{A} \cap B)$ for any two events $A, B$, and

$$
\mathbb{P}\left\{F_{j}\left(X_{i j}\right)=F_{l}\left(X_{i l}\right)\right\}=0 \text { for } l \neq j .
$$

We prove part i. We obtain

$$
\begin{align*}
A_{n}-A_{n}^{*}= & \sum_{j, k=1}^{d} \frac{1}{n} \sum_{i=1}^{n}\left(F_{n k}\left(X_{i k}\right)-F_{j}\left(X_{i j}\right)\right) \\
& \mathbf{1}\left\{F_{n k}\left(X_{i k}\right)<F_{n l}\left(X_{i l}\right) \forall l<k, F_{n k}\left(X_{i k}\right) \leq F_{n l}\left(X_{i l}\right) \forall l>k,\right. \\
& \left.\quad F_{j}\left(X_{i j}\right)<F_{m}\left(X_{i m}\right) \forall m \neq j\right\} \\
= & D_{n}+D_{n 1}-D_{n 2} \text { a.s. }, \tag{42}
\end{align*}
$$

where

$$
\begin{aligned}
& D_{n 1}=\sum_{j=1}^{d} \sum_{1 \leq k \leq d} \frac{1}{n} \sum_{i=1}^{n}\left(F_{n k}\left(X_{i k}\right)-F_{j}\left(X_{i j}\right)\right) \\
& \mathbf{1}\left\{F_{n k}\left(X_{i k}\right)<F_{n l}\left(X_{i l}\right) \forall l<k, F_{n k}\left(X_{i k}\right) \leq F_{n l}\left(X_{i l}\right) \forall l>k,\right. \\
& \left.\quad F_{j}\left(X_{i j}\right)<F_{l}\left(X_{i l}\right) \forall l \neq j\right\}, \\
& D_{n 2}=\sum_{j=1}^{d} \frac{1}{n} \sum_{i=1}^{n}\left(F_{n j}\left(X_{i j}\right)-F_{j}\left(X_{i j}\right)\right) \\
& \quad \mathbf{1}\left\{\max \left\{\left(F_{n j}\left(X_{i j}\right) \geq F_{n l}\left(X_{i l}\right) \text { for some } l<j\right),\left(F_{n j}\left(X_{i j}\right)>F_{n l}\left(X_{i l}\right) \text { for some } l>j\right)\right\},\right. \\
& \left.\quad F_{j}\left(X_{i j}\right)<F_{m}\left(X_{i m}\right) \forall m \neq j\right\} .
\end{aligned}
$$

Define

$$
\gamma_{n}:=\max _{j=1 \ldots d} \sup _{x \in \mathbb{R}}\left|F_{j n}(x)-F_{j}(x)\right| \text { and } \bar{\gamma}_{n}:=\kappa_{1} \sqrt{\frac{\ln \ln n}{n}},
$$

with $\kappa_{1}$ as in Proposition 1. For $F_{n k}\left(X_{i k}\right) \leq F_{n j}\left(X_{i j}\right), F_{j}\left(X_{i j}\right)<F_{k}\left(X_{i k}\right)$, we have

$$
\begin{align*}
& F_{n k}\left(X_{i k}\right)-F_{j}\left(X_{i j}\right) \leq F_{n j}\left(X_{i j}\right)-F_{j}\left(X_{i j}\right) \leq \gamma_{n}, \\
& F_{n k}\left(X_{i k}\right)-F_{j}\left(X_{i j}\right)>F_{n k}\left(X_{i k}\right)-F_{k}\left(X_{i k}\right) \geq-\gamma_{n} \text { a.s. } \tag{43}
\end{align*}
$$

whenever $k \neq j$. On the other hand,

$$
\begin{equation*}
F_{k}\left(X_{i k}\right)-\gamma_{n} \leq F_{n k}\left(X_{i k}\right) \leq F_{n j}\left(X_{i j}\right) \leq F_{j}\left(X_{i j}\right)+\gamma_{n}<F_{k}\left(X_{i k}\right)+\gamma_{n} \text { a.s. } \tag{44}
\end{equation*}
$$

Hence

$$
\begin{aligned}
\left|D_{n 1}\right| & \leq \gamma_{n} \sum_{j=1}^{d} \sum_{\substack{\leq k \leq d \\
k \neq j}} \frac{1}{n} \sum_{i=1}^{n} \mathbf{1}\left\{F_{n k}\left(X_{i k}\right) \leq F_{n j}\left(X_{i j}\right), F_{j}\left(X_{i j}\right)<F_{k}\left(X_{i k}\right)\right\} \\
& \leq \gamma_{n} \sum_{j=1}^{d} \sum_{\substack{\leq k \leq d \\
k \neq j}} \frac{1}{n} \sum_{i=1}^{n} \mathbf{1}\left\{F_{k}\left(X_{i k}\right)-2 \gamma_{n} \leq F_{j}\left(X_{i j}\right)<F_{k}\left(X_{i k}\right)\right\} \\
& \leq \gamma_{n} \sum_{j=1}^{d} \sum_{\substack{\leq k \leq d \\
k \neq j}} \frac{1}{n} \sum_{i=1}^{n} \mathbf{1}\left\{-2 \bar{\gamma}_{n} \leq F_{j}\left(X_{i j}\right)-F_{k}\left(X_{i k}\right)<0\right\} \quad \text { a.s. }
\end{aligned}
$$

Applying the law of iterated logarithm for empirical processes (cf. Van der Vaart [39], p. 268) on the sample $\left\{F_{j}\left(X_{i j}\right)-F_{k}\left(X_{i k}\right)\right\}_{i=1 \ldots n}$, it follows that

$$
\left|D_{n 1}\right| \leq \gamma_{n}\left(O\left(\bar{\gamma}_{n}\right)+\sum_{j=1}^{d} \sum_{\substack{1 \leq k \leq d \\ k \neq j}} \mathbb{P}\left\{-2 \bar{\gamma}_{n} \leq F_{j}\left(X_{i j}\right)-F_{k}\left(X_{i k}\right)<0\right\}\right) \text { a.s. }
$$

Let us fix $j, k, j \neq k$, and $U_{i}=F_{j}\left(X_{i j}\right)$ and $V_{i}=F_{k}\left(X_{i k}\right)$. Therefore, by assumption $\mathcal{A}_{C}$, it follows that $C_{j k}^{(1)}$ is uniformly continuous on a neighbourhood of the diagonal and

$$
\begin{aligned}
\mathbb{P}\left\{-2 \bar{\gamma}_{n} \leq F_{j}\left(X_{i j}\right)-F_{k}\left(X_{i k}\right)<0\right\} & =\int_{0}^{1} \mathbb{P}\left\{-2 \bar{\gamma}_{n} \leq U_{i}-V_{i}<0 \mid U_{i}=u\right\} \mathrm{d} u \\
& =\int_{0}^{1}\left(C_{j k}^{(1)}\left(u, u+2 \bar{\gamma}_{n}\right)-C_{j k}^{(1)}(u, u)\right) \mathrm{d} u \\
& =o(1),
\end{aligned}
$$

and therefore,

$$
\begin{equation*}
\left|D_{n 1}\right|=o_{\mathbb{P}}\left(n^{-1 / 2}\right) . \tag{45}
\end{equation*}
$$

Now notice that $\left(\bigcup_{l \neq j} E_{l}\right) \cap G \subset \bigcup_{l \neq j}\left(E_{l} \cap G_{l}\right)$ for events $E_{1}, \ldots, E_{d}, G_{1}, \ldots, G_{d}$, and where $G=\bigcap_{m=1}^{d} G_{m}$. Then an application of Proposition 1 leads to

$$
\begin{align*}
\left|D_{n 2}\right| & \leq \gamma_{n} \sum_{j=1}^{d} \frac{1}{n} \sum_{i=1}^{n} \mathbf{1}\left\{F_{n j}\left(X_{i j}\right) \geq F_{n l}\left(X_{i l}\right) \text { for some } l \neq j, F_{j}\left(X_{i j}\right)<F_{m}\left(X_{i m}\right) \forall m \neq j\right\} \\
& \leq \gamma_{n} \sum_{j=1}^{d} \sum_{\substack{1 \leq l \leq d \\
l \neq j}} \frac{1}{n} \sum_{i=1}^{n} \mathbf{1}\left\{F_{n j}\left(X_{i j}\right) \geq F_{n l}\left(X_{i l}\right), F_{j}\left(X_{i j}\right)<F_{l}\left(X_{i l}\right)\right\} \\
& =o_{\mathbb{P}}\left(n^{-1 / 2}\right), \tag{46}
\end{align*}
$$

the latter identity analogously to the considerations on $D_{n 1}$. Thus, part i. of the lemma is a consequence of (42)-(46).
Now we prove part ii. We obtain

$$
\begin{align*}
B_{n}-B_{n}^{*}= & \sum_{j, k=1}^{d} \frac{1}{n} \sum_{i=1}^{n}\left(-F_{n k}\left(X_{i k}\right)+F_{j}\left(X_{i j}\right)\right) \\
& \mathbf{1}\left\{F_{n k}\left(X_{i k}\right)>F_{n l}\left(X_{i l}\right) \forall l<k, F_{n k}\left(X_{i k}\right) \geq F_{n l}\left(X_{i l}\right) \forall l>k, F_{j}\left(X_{i j}\right)>F_{m}\left(X_{i m}\right) \forall m \neq j\right\} \\
= & E_{n}+E_{n 1}-E_{n 2} \text { a.s., } \tag{47}
\end{align*}
$$

where

$$
\begin{aligned}
E_{n 1}= & \sum_{j=1}^{d} \sum_{\substack{1 \leq k \leq d \\
k \neq j}} \frac{1}{n} \sum_{i=1}^{n}\left(-F_{n k}\left(X_{i k}\right)+F_{j}\left(X_{i j}\right)\right) \\
& \mathbf{1}\left\{F_{n k}\left(X_{i k}\right)>F_{n l}\left(X_{i l}\right) \forall l<k, F_{n k}\left(X_{i k}\right) \geq F_{n l}\left(X_{i l}\right) \forall l>k, F_{j}\left(X_{i j}\right)>F_{m}\left(X_{i m}\right) \forall m \neq j\right\}, \\
E_{n 2}= & \sum_{j=1}^{d} \frac{1}{n} \sum_{i=1}^{n}\left(-F_{n j}\left(X_{i j}\right)+F_{j}\left(X_{i j}\right)\right) \\
& \mathbf{1}\left\{\max \left\{\left(F_{n j}\left(X_{i j}\right) \leq F_{n l}\left(X_{i l}\right) \text { for some } l<j\right)\left(F_{n j}\left(X_{i j}\right)<F_{n l}\left(X_{i l}\right) \text { for some } l>j\right)\right\},\right. \\
& \left.\quad F_{j}\left(X_{i j}\right)>F_{m}\left(X_{i m}\right) \forall m \neq j\right\} .
\end{aligned}
$$

For $F_{n k}\left(X_{i k}\right) \geq F_{n j}\left(X_{i j}\right)$ and $F_{j}\left(X_{i j}\right)>F_{k}\left(X_{i k}\right)$, it follows that

$$
\begin{aligned}
& -F_{n k}\left(X_{i k}\right)+F_{j}\left(X_{i j}\right) \leq-F_{n j}\left(X_{i j}\right)+F_{j}\left(X_{i j}\right) \leq \gamma_{n} \\
& -F_{n k}\left(X_{i k}\right)+F_{j}\left(X_{i j}\right)>-F_{n k}\left(X_{i k}\right)+F_{k}\left(X_{i k}\right) \geq-\gamma_{n}
\end{aligned}
$$

whenever $k \neq j$. On the other hand,

$$
F_{k}\left(X_{i k}\right)+\gamma_{n} \geq F_{n k}\left(X_{i k}\right) \geq F_{n j}\left(X_{i j}\right) \geq F_{j}\left(X_{i j}\right)-\gamma_{n}>F_{k}\left(X_{i k}\right)-\gamma_{n} .
$$

Taking (43) and (44) into account and applying Proposition 1, we derive

$$
\begin{aligned}
\left|E_{n 1}\right| & \leq \gamma_{n} \sum_{j=1}^{d} \sum_{\substack{1 \leq k \leq d \\
k \neq j}} \frac{1}{n} \sum_{i=1}^{n} \mathbf{1}\left\{F_{n k}\left(X_{i k}\right) \geq F_{n j}\left(X_{i j}\right), F_{j}\left(X_{i j}\right)>F_{k}\left(X_{i k}\right)\right\} \\
& \leq \gamma_{n} \sum_{j=1}^{d} \sum_{\substack{\leq k \leq d \\
k \neq j}} \frac{1}{n} \sum_{i=1}^{n} \mathbf{1}\left\{F_{j}\left(X_{i j}\right)-2 \gamma_{n} \leq F_{k}\left(X_{i k}\right)<F_{j}\left(X_{i j}\right)\right\} .
\end{aligned}
$$

Analogously to the considerations in part i., we obtain

$$
\begin{equation*}
\left|E_{n 1}\right|=o_{\mathbb{P}}\left(n^{-1 / 2}\right) \tag{48}
\end{equation*}
$$

By Proposition 1 and considerations in part i., we have

$$
\begin{align*}
\left|E_{n 2}\right| & \leq \gamma_{n} \sum_{j=1}^{d} \sum_{\substack{1 \leq l \leq d \\
l \neq j}} \frac{1}{n} \sum_{i=1}^{n} \mathbf{1}\left\{F_{n j}\left(X_{i j}\right) \leq F_{n l}\left(X_{i l}\right), F_{j}\left(X_{i j}\right)>F_{l}\left(X_{i l}\right)\right\} \\
& =o_{\mathbb{P}}\left(n^{-1 / 2}\right) . \tag{49}
\end{align*}
$$

Identities (47)-(49) lead to part ii. of the lemma, and this completes the proof.
Let $V_{n}$ be a $U$-statistic with symmetric real-valued kernel function $\Lambda$ (symmetric means that interchanging the arguments does not affect the values of $\Lambda$ ):

$$
V_{n}=\binom{n}{2}^{-1} \sum_{1 \leq i_{1}<i_{2} \leq n} \Lambda\left(\mathbf{Y}_{i_{1}}, \mathbf{Y}_{i_{2}}\right)
$$

where $\mathbf{Y}_{1}, \ldots, \mathbf{Y}_{n}$ is the sample of i.i.d. random vectors. Define

$$
\begin{aligned}
\lambda(\mathbf{y}) & :=\mathbb{E} \Lambda\left(\mathbf{y}, \mathbf{Y}_{2}\right), \\
\zeta_{1} & :=\mathbb{V}\left(\lambda\left(\mathbf{Y}_{1}\right)\right), \\
\beta & :=\mathbb{E} \lambda\left(\mathbf{Y}_{1}\right)=\mathbb{E} \Lambda\left(\mathbf{Y}_{1}, \mathbf{Y}_{2}\right),
\end{aligned}
$$

where $\mathbb{V}$ is the symbol for the variance. Note that $\lambda(\mathbf{y})$ is the conditional expectation of $\Lambda$ given one argument equals y.

In the next proposition we recall the central limit theorem for non-degenerate $U$-statistics (Theorem 5.5.1A in Serfling [34]).

Proposition 2. Assume that $\Lambda$ is symmetric and $\zeta_{1} \neq 0$. Then

$$
\sqrt{n}\left(V_{n}-\beta\right) \xrightarrow{d} \mathcal{N}\left(0,4 \zeta_{1}\right) .
$$

Now we are in conditions to prove Theorem 1.

Proof of Theorem 1: Since

$$
\begin{aligned}
D_{n}+E_{n}= & \frac{1}{n(n+1)} \sum_{i, k=1}^{n} \sum_{j=1}^{d}\left(\mathbf{1}\left\{X_{k j} \leq X_{i j}\right\}-F_{j}\left(X_{i j}\right)\right) \mathbf{1}\left\{F_{j}\left(X_{i j}\right)<F_{l}\left(X_{i l}\right) \forall l \neq j\right\} \\
& -\frac{1}{n(n+1)} \sum_{i, k=1}^{n} \sum_{j=1}^{d}\left(\mathbf{1}\left\{X_{k j} \leq X_{i j}\right\}-F_{j}\left(X_{i j}\right)\right) \mathbf{1}\left\{F_{j}\left(X_{i j}\right)>F_{l}\left(X_{i l}\right) \forall l \neq j\right\} \\
= & \frac{1}{n^{2}} \sum_{i, k=1}^{n} \sum_{j=1}^{d}\left(\mathbf{1}\left\{X_{k j} \leq X_{i j}\right\}-F_{j}\left(X_{i j}\right)\right) \\
& \cdot\left(\mathbf{1}\left\{F_{j}\left(X_{i j}\right)<F_{l}\left(X_{i l}\right) \forall l \neq j\right\}-\mathbf{1}\left\{F_{j}\left(X_{i j}\right)>F_{l}\left(X_{i l}\right) \forall l \neq j\right\}\right)+\breve{R}_{n},
\end{aligned}
$$

where

$$
\left|\breve{R}_{n}\right| \leq n^{2} d\left(\frac{1}{n^{2}}-\frac{1}{n(n+1)}\right)=\frac{d}{n+1},
$$

as a consequence of (39) and Lemma 2, we obtain

$$
\begin{aligned}
\widehat{Q}_{n d}^{\prime}(M, C)-Q_{d}^{\prime}(M, C)= & A_{n}^{*}+B_{n}^{*}+D_{n}+E_{n}+o_{\mathbb{P}}\left(n^{-1 / 2}\right) \\
= & A_{n}^{*}+B_{n}^{*} \\
& +\frac{1}{n^{2}} \sum_{i, k=1}^{n} \sum_{j=1}^{d}\left(\mathbf{1}\left\{X_{k j} \leq X_{i j}\right\}-F_{j}\left(X_{i j}\right)\right) \mathbf{1}\left\{F_{j}\left(X_{i j}\right)<F_{l}\left(X_{i l}\right) \forall l \neq j\right\} \\
& -\frac{1}{n^{2}} \sum_{i, k=1}^{n} \sum_{j=1}^{d}\left(\mathbf{1}\left\{X_{k j} \leq X_{i j}\right\}-F_{j}\left(X_{i j}\right)\right) \mathbf{1}\left\{F_{j}\left(X_{i j}\right)>F_{l}\left(X_{i l}\right) \forall l \neq j\right\} \\
& +o_{\mathbb{P}}\left(n^{-1 / 2}\right) \\
= & \frac{1}{n^{2}} \sum_{i=1}^{n} \sum_{k=1}^{n} \Lambda\left(\mathbf{X}_{i}, \mathbf{X}_{k}\right)-Q_{d}^{\prime}(M, C)+o_{\mathbb{P}}\left(n^{-1 / 2}\right),
\end{aligned}
$$

where

$$
\begin{aligned}
\Lambda(\mathbf{x}, \mathbf{y})= & M\left(F_{1}\left(x_{1}\right), \ldots, F_{d}\left(x_{d}\right)\right)+\bar{M}\left(F_{1}\left(x_{1}\right), \ldots, F_{d}\left(x_{d}\right)\right) \\
& +\sum_{j=1}^{d}\left(\mathbf{1}\left\{y_{j} \leq x_{j}\right\}-F_{j}\left(x_{j}\right)\right)\left(\mathbf{1}\left\{F_{j}\left(x_{j}\right)<F_{l}\left(x_{l}\right) \forall l \neq j\right\}-\mathbf{1}\left\{F_{j}\left(x_{j}\right)>F_{l}\left(x_{l}\right) \forall l \neq j\right\}\right)
\end{aligned}
$$

for $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{d}$. Since

$$
\frac{1}{n^{2}} \sum_{i=1}^{n} \Lambda\left(\mathbf{X}_{i}, \mathbf{X}_{i}\right)=O_{\mathbb{P}}\left(n^{-1}\right),
$$

we can conclude

$$
\widehat{Q}_{n d}^{\prime}(M, C)-Q_{d}^{\prime}(M, C)=V_{n}-Q_{d}^{\prime}(M, C)+o_{\mathbb{P}}\left(n^{-1 / 2}\right)
$$

where

$$
V_{n}=\frac{1}{n^{2}} \sum_{i=1}^{n} \sum_{k=i+1}^{n}\left(\Lambda\left(\mathbf{X}_{i}, \mathbf{X}_{k}\right)+\Lambda\left(\mathbf{X}_{k}, \mathbf{X}_{i}\right)\right)
$$

$V_{n}$ is a $U$-statistic with symmetric kernel $(\mathbf{x}, \mathbf{y}) \longmapsto \Lambda(\mathbf{x}, \mathbf{y})+\Lambda(\mathbf{y}, \mathbf{x})$. Note that

$$
\begin{aligned}
h(\mathbf{x}): & :=\mathbb{E}\left(\Lambda\left(\mathbf{X}_{i}, \mathbf{x}\right)+\Lambda\left(\mathbf{x}, \mathbf{X}_{i}\right)\right) \\
= & \sum_{j=1}^{d} \int_{\mathbb{R}^{d}}\left(\mathbf{1}\left\{x_{j} \leq z_{j}\right\}-F_{j}\left(z_{j}\right)\right)\left(\mathbf{1}\left\{F_{j}\left(z_{j}\right)<F_{l}\left(z_{l}\right) \forall l \neq j\right\}-\mathbf{1}\left\{F_{j}\left(z_{j}\right)>F_{l}\left(z_{l}\right) \forall l \neq j\right\}\right) \mathrm{d} H(\mathbf{z}) \\
& +M\left(F_{1}\left(x_{1}\right), \ldots, F_{d}\left(x_{d}\right)\right)+\bar{M}\left(F_{1}\left(x_{1}\right), \ldots, F_{d}\left(x_{d}\right)\right)+Q_{d}^{\prime}(M, C) .
\end{aligned}
$$

By applying Proposition 2, for $\lambda()=.h() / 2,. \beta=Q_{d}^{\prime}(M, C)$ and $\zeta_{1}=\sigma^{2}$, and taking into account

$$
\begin{align*}
\sigma^{2}= & \mathbb{V}\left(h\left(\mathbf{X}_{i}\right)\right) \\
= & \int_{\mathbb{R}^{d}}\left(\sum_{j=1_{\mathbb{R}^{d}}}^{d} \int\left(\mathbf{1}\left\{x_{j} \leq z_{j}\right\}-F_{j}\left(z_{j}\right)\right)\right. \\
& \left(\mathbf{1}\left\{F_{j}\left(z_{j}\right)<F_{l}\left(z_{l}\right) \forall l \neq j\right\}-\mathbf{1}\left\{F_{j}\left(z_{j}\right)>F_{l}\left(z_{l}\right) \forall l \neq j\right\}\right) \mathrm{d} H(\mathbf{z}) \\
& \left.+M\left(F_{1}\left(x_{1}\right), \ldots, F_{d}\left(x_{d}\right)\right)+\bar{M}\left(F_{1}\left(x_{1}\right), \ldots, F_{d}\left(x_{d}\right)\right)-Q_{d}^{\prime}(M, C)\right)^{2} \mathrm{~d} H(\mathbf{x}) \\
= & \int_{[0,1]^{d}}\left(\sum_{j=1}^{d} \int_{[0,1]^{d}}\left(\mathbf{1}\left\{v_{j} \leq u_{j}\right\}-u_{j}\right)\left(\mathbf{1}\left\{u_{j}<u_{l} \forall l \neq j\right\}-\mathbf{1}\left\{u_{j}>u_{l} \forall l \neq j\right\}\right) \mathrm{d} C(\mathbf{u})\right. \\
& \left.+M(\mathbf{v})+\bar{M}(\mathbf{v})-Q_{d}^{\prime}(M, C)\right)^{2} \mathrm{~d} C(\mathbf{v}) \\
= & \int_{[0,1]^{d}}\left(\sum_{j=1_{[0,1]^{d}}^{d}} \int_{1} \mathbf{1}\left\{u_{j}<u_{l} \forall l \neq j\right\}\left(\mathbf{1}\left\{v_{j} \leq u_{j}\right\}-u_{j}\right) \mathrm{d} C(\mathbf{u})\right. \\
& -\sum_{j=1}^{d} \int_{[0,1]^{d}} \mathbf{1}\left\{u_{j}>u_{l} \forall l \neq j\right\}\left(\mathbf{1}\left\{v_{j} \leq u_{j}\right\}-u_{j}\right) \mathrm{d} C(\mathbf{u}) \\
& \left.+M(\mathbf{v})+\bar{M}(\mathbf{v})-Q_{d}^{\prime}(M, C)\right)^{2} \mathrm{~d} C(\mathbf{v}), \tag{50}
\end{align*}
$$

we complete the proof.

## Appendix C. Estimation of $\boldsymbol{\sigma}^{\mathbf{2}}$

The variance $\sigma^{2}$ in Theorem 1 can be estimated by replacing in the expression of $h(\mathbf{x})$ above, the functions $H$ and $F_{j}$ by their empirical counter-parts $H_{n}$ and $F_{n j}$ : Since

$$
\begin{aligned}
\widehat{h}(\mathbf{x})= & \sum_{j=1}^{d} \int_{\mathbb{R}^{d}}\left(\mathbf{1}\left\{x_{j} \leq z_{j}\right\}-F_{j}\left(z_{j}\right)\right) \\
& \cdot\left(\mathbf{1}\left\{F_{j}\left(z_{j}\right)<F_{l}\left(z_{l}\right) \forall l \neq j\right\}-\mathbf{1}\left\{F_{j}\left(z_{j}\right)>F_{l}\left(z_{l}\right) \forall l \neq j\right\}\right) \mathrm{d} H_{n}(\mathbf{z}) \\
& +M\left(F_{1}\left(x_{1}\right), \ldots, F_{d}\left(x_{d}\right)\right)+\bar{M}\left(F_{1}\left(x_{1}\right), \ldots, F_{d}\left(x_{d}\right)\right)+\widehat{Q}_{n d}^{\prime}(M, C) \\
= & \frac{1}{n} \sum_{j=1}^{d} \sum_{i=1}^{n}\left(\mathbf{1}\left\{x_{j} \leq X_{i j}\right\}-F_{n j}\left(X_{i j}\right)\right) \\
& \cdot\left(\mathbf{1}\left\{F_{n j}\left(X_{i j}\right)<F_{n l}\left(X_{i l}\right) \forall l \neq j\right\}-\mathbf{1}\left\{F_{n j}\left(X_{i j}\right)>F_{n l}\left(X_{i l}\right) \forall l \neq j\right\}\right) \\
& +M\left(F_{1}\left(x_{1}\right), \ldots, F_{d}\left(x_{d}\right)\right)+\bar{M}\left(F_{1}\left(x_{1}\right), \ldots, F_{d}\left(x_{d}\right)\right)+\widehat{Q}_{n d}^{\prime}(M, C)
\end{aligned}
$$

we have

$$
\begin{aligned}
\widehat{\sigma}^{2}= & \frac{1}{n-1} \sum_{k=1}^{n}\left(\widehat{h}\left(\mathbf{X}_{k}\right)-2 \widehat{Q}_{n d}^{\prime}(M, C)\right)^{2} \\
= & \frac{1}{n-1} \sum_{k=1}^{n}\left(\frac{1}{n} \sum_{j=1}^{d} \sum_{i=1}^{n}\left(\mathbf{1}\left\{X_{k j} \leq X_{i j}\right\}-F_{n j}\left(X_{i j}\right)\right)\right. \\
& \cdot\left(\mathbf{1}\left\{F_{n j}\left(X_{i j}\right)<F_{n l}\left(X_{i l}\right) \forall l \neq j\right\}-\mathbf{1}\left\{F_{n j}\left(X_{i j}\right)>F_{n l}\left(X_{i l}\right) \forall l \neq j\right\}\right) \\
& \left.+M\left(F_{1}\left(X_{k 1}\right), \ldots, F_{d}\left(X_{k d}\right)\right)+\bar{M}\left(F_{1}\left(X_{k 1}\right), \ldots, F_{d}\left(X_{k d}\right)\right)-\widehat{Q}_{n d}^{\prime}(M, C)\right)^{2} .
\end{aligned}
$$

## Appendix D

Note that according to the calculations preceding (27), for this formula to hold we have to take

$$
S_{n d}=\sum_{i_{1}=1}^{n} \cdots \sum_{i_{d}=1}^{n}\left(\max \left(i_{1}, \ldots, i_{d}\right)-\min \left(i_{1}, \ldots, i_{d}\right)\right)
$$

We are going to prove that this is consistent with (28).
Lemma 3. Let $n, d \in \mathbb{N}$ such that $n \geq 1$ and $d \geq 2$. Then

$$
\begin{equation*}
S_{n d}=(n+1) n^{d}-2 \sum_{i=1}^{n} i^{d}=\frac{d-1}{d+1} n^{d+1}-\frac{2}{d+1} \sum_{k=1}^{\lfloor d / 2\rfloor}\binom{d+1}{2 k} B_{2 k} n^{d+1-2 k} \tag{51}
\end{equation*}
$$

where $\lfloor x\rfloor$ denotes the floor of $x$ and $B_{m}$ is the corresponding Bernoulli number, i.e., $\left\{B_{2 k}\right\}_{k=1}^{\infty}=\{1 / 6,-1 / 30,1 / 42$, $-1 / 30,5 / 66, \ldots\}$.

Proof. First, note

$$
\begin{aligned}
\max \left(i_{1}, \ldots, i_{d}\right) & =n+1+\max \left(i_{1}-n-1, \ldots, i_{d}-n-1\right) \\
& =n+1-\min \left(n+1-i_{1}, \ldots, n+1-i_{d}\right)
\end{aligned}
$$

Since the terms $n+1-i_{r}$, with $r=1, \ldots, d$, take the values $\{1, \ldots, n\}$, we have

$$
\begin{equation*}
S_{n d}=(n+1) n^{d}-2 T_{n}, \tag{52}
\end{equation*}
$$

where

$$
T_{n}:=\sum_{i_{1}=1}^{n} \cdots \sum_{i_{d}=1}^{n} \min \left(i_{1}, \ldots, i_{d}\right)
$$

Observe $T_{1}=1$ and $T_{n}-T_{n-1}=n^{d}$, thus

$$
T_{n}=\sum_{i=1}^{n} i^{d}=\frac{n^{d+1}}{d+1}+\frac{n^{d}}{2}+\sum_{k=2}^{d} \frac{B_{k}}{k!} \cdot \frac{d!}{(d-k+1)!} \cdot n^{d-k+1}
$$

The second equality is known as Faulhaber's formula and also, very often, Bernoulli's formula (see formula 0.121 in Gradshteyn and Ryzhik [17] and Knuth [20] for more details). Now, putting the expression above back into (52), expression (51) comes out, which completes the proof.

## Appendix E

We next derive a closed-form expression of multivariate Spearman's $\rho_{d}^{-}$in (32) for the FGM $d$-copula in Example 1 . The result follows easily by plugging the formula of the FGM copula function in Equation (8) into the equation (32). Then, simple calculations yield

$$
\rho_{d}^{-}\left(C_{\theta}^{\mathbf{F G M}}\right)=\frac{d+1}{2^{d}-d-1}\left\{2^{d}\left[\prod_{i=1}^{d} \int_{0}^{1} u_{i} d u_{i}+\theta \prod_{i=1}^{d} \int_{0}^{1} u_{i}\left(1-u_{i}\right) d u_{i}\right]-1\right\}=\frac{\theta(d+1)}{3^{d}\left(2^{d}-d-1\right)} .
$$

To obtain the expression of multivariate Spearman's $\rho_{d}^{+}$, we resort to Úbeda-Flores [38, Example 2], who provides an explicit formula of a multivariate version of Spearman's rho, called $\rho_{d}$, which is defined as the average of $\rho_{d}^{-}$and $\rho_{d}^{+}$, namely

$$
\rho_{d}\left(C_{\theta}^{\mathbf{F G M}}\right)=\frac{\rho_{d}^{+}\left(C_{\theta}^{\mathbf{F G M}}\right)+\rho_{d}^{-}\left(C_{\theta}^{\mathbf{F G M}}\right)}{2}=\frac{\theta(d+1)\left(1+(-1)^{d}\right)}{2 \cdot 3^{d}\left(2^{d}-d-1\right)} .
$$

Hence, from the two equations above, it is immediate to get the value of $\rho_{d}^{+}$as

$$
\rho_{d}^{+}\left(C_{\theta}^{\mathbf{F G M}}\right)=\frac{\theta(-1)^{d}(d+1)}{3^{d}\left(2^{d}-d-1\right)} .
$$

Explicit formulae of Kendall's $\tau_{d}$ for the AMH $d$-copula in Example 3 are not available. However, we will be able to work out a recursive formula to compute $\tau_{d}^{\prime}(0)$. To start with, let us denote $\dot{K}_{d}(t, \theta)=\partial K_{d}(t, \theta) / \partial \theta$, where $K_{d}(t, \theta)$ is the Kendall's distribution function of a $d$-copula $C_{\theta}$ that depends on a single parameter $\theta$. Barbe et al. [2] provide the following expression to compute this function for an Archimedean $d$-copula with generator $\phi_{\theta}$, for $d>2$,

$$
\begin{equation*}
K_{d}(t, \theta)=t+\sum_{i=1}^{d-1} \frac{(-1)^{i}}{i!}\left(\phi_{\theta}(t)\right)^{i} f_{i-1}(t, \theta), \tag{53}
\end{equation*}
$$

where $f_{0}(t, \theta)=1 / \phi_{\theta}^{\prime}(t), \phi_{\theta}^{\prime}(t)=\partial \phi_{\theta}(t) / \partial t$, and for $i \geq 1, f_{i}(t, \theta)=f_{0}(t, \theta) f_{i-1}^{\prime}(t, \theta)$, where $f_{i-1}^{\prime}(t, \theta)=$ $\partial f_{i-1}(t, \theta) / \partial t$. Then, simple calculations based on (53), evaluated at $d=2$, yield

$$
\dot{K}_{2}(t, \theta)=-\frac{1}{\phi_{\theta}^{\prime}(t)} \frac{\partial \phi_{\theta}(t)}{\partial \theta}+\frac{\phi_{\theta}(t)}{\left(\phi_{\theta}^{\prime}(t)\right)^{2}} \frac{\phi_{\theta}^{\prime}(t)}{\partial \theta}
$$

and, for $d>2$, we can define $\dot{K}_{d}(t, \theta)$ recursively through the following formula,

$$
\begin{equation*}
\dot{K}_{d}(t, \theta)=\dot{K}_{d-1}(t, \theta)+\frac{(-1)^{d-1}}{(d-1)!} \frac{\partial}{\partial \theta}\left[\left(\phi_{\theta}(t)\right)^{d-1} f_{d-2}(t, \theta)\right] . \tag{54}
\end{equation*}
$$

Now, taking into account (31), one easily deduces

$$
\begin{equation*}
\tau_{d}^{\prime}(\theta)=\frac{\partial \tau_{d}(\theta)}{\partial \theta}=-\frac{2^{d}}{2^{d-1}-1} \int_{0}^{1} \dot{K}_{d}(t, \theta) \mathrm{d} t \tag{55}
\end{equation*}
$$

(see Genest et al. [16]) and putting (54) back into (55), a direct evaluation of $\tau_{d}^{\prime}(\theta)$ at $\theta=0$ gives the following recursion for any Archimedean $d$-copula with generator $\phi_{\theta}$, for $d>2$,

$$
\tau_{d}^{\prime}(0)=\frac{2^{d-1}-2}{2^{d-1}-1} \tau_{d-1}^{\prime}(0)-\left.\frac{2^{d}}{2^{d-1}-1} \frac{(-1)^{d-1}}{(d-1)!} \int_{0}^{1} \frac{\partial}{\partial \theta}\left[\left(\phi_{\theta}(t)\right)^{d-1} f_{d-2}(t, \theta)\right]\right|_{\theta=0} \mathrm{~d} t .
$$

In particular, for the AMH $d$-copula in Example 3, tedious calculations yield

$$
\tau_{2}^{\prime}\left(C_{0}^{\mathbf{A M H}}\right)=\tau_{3}^{\prime}\left(C_{0}^{\mathbf{A M H}}\right)=0.222, \quad \tau_{4}^{\prime}\left(C_{0}^{\mathbf{A M H}}\right)=0.194, \quad \tau_{5}^{\prime}\left(C_{0}^{\mathbf{A M H}}\right)=0.156,
$$

and so on.
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[^1]:    1 Mesfioui and Quessy [23] propose a non-continuous multivariate version of Spearman's footrule, but do not tackle its estimation, as they recognized that this is a difficult problem, even in the continuous case.

[^2]:    ${ }^{2}$ Notice that Quessy [31] and Schmid and Schmidt [32] denote the coefficients $\rho_{d}^{-}, \rho_{d}^{+}$and $\rho_{d}^{*}$ as $\rho_{1, d}, \rho_{2, d}$ and $\rho_{3, d}$, respectively, whereas Joe [19] denoted $\rho_{d}^{-}$and $\rho_{d}^{+}$as $\bar{\omega}$ and $\omega$, respectively, and Wolff [40] introduced $\rho_{d}^{-}$as $\rho_{d}$.

[^3]:    ${ }^{3}$ To avoid possible confusion, $\varphi_{d}^{\prime}\left(C_{0}^{\mathbf{F G M}}\right)$ will stand for the value of $\varphi_{d}^{\prime}(0)$ in the FGM copula, $\tau_{d}^{\prime}\left(C_{0}^{\mathbf{F G M}}\right)$ for the value of $\tau_{d}^{\prime}(0)$ in the FGM copula, and so on. An equivalent notation will be used for the AMH copula.

