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#### Abstract

In this comprehensive study, we delve deeply into the concept of multivariate total positivity, defining it in accordance with a direction. We rigorously explore numerous salient properties, shedding light on the nuances that characterize this notion. Furthermore, our research extends to establishing distinct forms of dependence among the order statistics of a sample from a distribution function. Our analysis aims to provide a nuanced understanding of the interrelationships within multivariate total positivity and its implications for statistical analysis and probability theory.
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## 1. Introduction

There are different ways to discuss dependence relations among random variables and, as Jogdeo [1] notes: "...this is one of the most widely studied objects in probability and statistics."

Recent literature extensively studied the concept of dependence in bivariate and multivariate settings. These concepts are particularly relevant in fields such as economics, insurance, finance, risk management, applied probability and statistics (see, e.g., [2]). Several definitions of positive dependence have been introduced to model the association between large values of a component of a multivariate random vector and large values of the other components - further discussion of most of the dependence concepts that we present in this paper can be consulted in [3-9]- including multivariate total positivity of order $2\left(\mathrm{MTP}_{2}\right)$-also known as positive likelihood ratio dependence for the bivariate case. This concept has garnered significant attention, particularly in Gaussian models, owing to its intuitive description that highlights the non-negativity of all correlations and partial correlations. In finance, psychometrics, machine learning, medical statistics and phylogenetics, $\mathrm{MTP}_{2}$ models have been shown to outperform state-of-the-art methods; moreover, there is a fundamental
connection between the $\mathrm{MTP}_{2}$ constraint and the assumption of sparsity -see, e.g., [10, 11].
However, not all dependence concepts, especially in the multivariate case, encompass all dependencies between random variables. In particular, the above mentioned MTP $_{2}$ concept is defined for the case when the random vector is $\left(X_{1}, X_{2}, \ldots, X_{n}\right)$, but not when at least one of the variables is negative: For instance, a random vector of type $\left(-X_{1}, X_{2}, \ldots, X_{n}\right)$. Thus, we intend to extend the concept to random variables that follow, for example, the guidelines of the random vector presented.

On the other hand, the $i$-th order statistic of a sample from a distribution functions is equal to its $i$-th smallest value. Together with rank statistics, order statistics are among the most fundamental tools in non-parametric statistics and inference [12]. We establish certain types of dependence -both for some of those previously defined and some well-known that we will recall- for order statistics.

The paper is organized as follows. In Section 2, we provide the major definitions. In Section 3, we concentrate on the notion of multivariate total positivity according to a direction and provide several properties. In Section 4, we establish certain types of dependence for order statistics. Finally, Section 5 is devoted to conclusions.

## 2. Preliminaries

Let $d \geq 2$ be a natural number. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space, where $\Omega$ is a nonempty set, $\mathcal{F}$ is a $\sigma$-algebra of subsets of $\Omega$, and $\mathbb{P}$ is a probability measure on $\mathcal{F}$, and let $\mathbf{X}=\left(X_{1}, \ldots, X_{d}\right)$ be a vector of independent and identically distributed (i.i.d. for short) random variables from $\Omega$ to $\overline{\mathbb{R}}^{d}=[-\infty, \infty]^{d}$.

A function $f: \overline{\mathbb{R}}^{2} \longrightarrow\left[0,+\infty\left[\right.\right.$ is totally positive of order two -denoted by $\mathrm{TP}_{2}$ — if

$$
f\left(x^{\prime}, y^{\prime}\right) f(x, y) \geq f\left(x^{\prime}, y\right) f\left(x, y^{\prime}\right)
$$

whenever $x \leq x^{\prime}$ and $y \leq y^{\prime}$ [5].
Two random variables $X$ and $Y$ are said to be totally positive of order two -or positively likelihood ratio dependent, denoted by $\operatorname{PLRD}(X, Y)$ - if the density function of the pair $(X, Y)$ is $\mathrm{TP}_{2}$.

In the multivariate case, a generalization of total positivity of order two can be defined [13]. A function $f: \overline{\mathbb{R}}^{d} \longrightarrow\left[0,+\infty\left[\right.\right.$ is multivariate totally positive of order two -denoted by $\mathrm{MTP}_{2}$ - if

$$
f(\mathbf{x} \vee \mathbf{y}) f(\mathbf{x} \wedge \mathbf{y}) \geq f(\mathbf{x}) f(\mathbf{y})
$$

for all $\mathbf{x}=\left(x_{1}, \ldots, x_{d}\right), \mathbf{y}=\left(y_{1}, \ldots, y_{d}\right) \in \overline{\mathbb{R}}^{d}$, where

$$
\begin{aligned}
& \mathbf{x} \vee \mathbf{y}=\left(\max \left(x_{1}, y_{1}\right), \ldots, \max \left(x_{d}, y_{d}\right)\right), \\
& \mathbf{x} \wedge \mathbf{y}=\left(\min \left(x_{1}, y_{1}\right), \ldots, \min \left(x_{d}, y_{d}\right)\right)
\end{aligned}
$$

A random vector $\mathbf{X}=\left(X_{1}, \ldots, X_{d}\right)$ is said to be multivariate totally positive of order two -or multivariate positively likelihood ratio dependent-if its joint $d$-dimensional density $f$ is $\mathrm{MTP}_{2}$. See [14] for examples and [15, 16] for applications.

We note that by reversing the sense of the above inequalities, we have the corresponding negative concepts, obtaining similar results which we omit here.

In the next sections, when we talk about these -or other- dependence concepts, we will refer to random variables or to their joint density functions.

## 3. Multivariate total positivity according to a direction

In this section, we provide a simple generalization of the $\mathrm{TP}_{2}$ concept in higher dimensions in a directional sense, in which a pair of the components of the random vector can be negative. After giving some simple properties of this concept, we provide a "natural" generalization of the $\mathrm{MTP}_{2}$ concept according to a direction -i.e., the components of the random vector can take negative values- and show that the two newly defined concepts are equivalent. Additional characterizations and properties are given throughout the section.

The next definition generalizes the concept of $\mathrm{TP}_{2}$ to $d$-dimensions according to a direction.
Definition 1. Let $\mathbf{X}$ be a d-dimensional random vector with joint density $f$, and let $\alpha=\left(\alpha_{1}, \ldots, \alpha_{d}\right) \in$ $\mathbb{R}^{d}$ such that $\left|\alpha_{i}\right|=1$ for all $i=1, \ldots, d$. The function $f$ is said to be multivariate totally positive of order two in pairs according to the direction $\alpha$-denoted by $\operatorname{MTPP}_{2}(\alpha)$ - if

$$
\begin{align*}
& f\left(x_{1}, \ldots, \alpha_{i} x_{i}, \ldots, \alpha_{j} x_{j}, \ldots, x_{d}\right) f\left(x_{1}, \ldots, \alpha_{i} x_{i}^{\prime}, \ldots, \alpha_{j} x_{j}^{\prime}, \ldots, x_{d}\right) \\
& \quad \geq f\left(x_{1}, \ldots, \alpha_{i} x_{i}^{\prime}, \ldots, \alpha_{j} x_{j}, \ldots, x_{d}\right) f\left(x_{1}, \ldots, \alpha_{i} x_{i}, \ldots, \alpha_{j} x_{j}^{\prime}, \ldots, x_{d}\right) \tag{3.1}
\end{align*}
$$

for all $\left(x_{1}, \ldots, x_{d}, x_{i}^{\prime}, x_{j}^{\prime}\right) \in \overline{\mathbb{R}}^{d+2}$ such that $x_{i} \leq x_{i}^{\prime}$ and $x_{j} \leq x_{j}^{\prime}$ and any election of $(i, j)$.
Note that if a random pair $\left(X_{1}, X_{2}\right)$ is $\mathrm{TP}_{2}$ then it is $\operatorname{MTPP}_{2}(1,1)$.
The dependency in $\operatorname{MTPP}_{2}(\alpha)$, whichever is $\alpha$, is positive since the fact that a $d$-dimensional random vector $\mathbf{X}$ is $\operatorname{MTPP}_{2}(\alpha)$ indicates that large values of the random variables $X_{j}$, with $j \in J$, correspond with small values of the variables $X_{j}$, with $j \in I \backslash J$, where $I=\{1, \ldots, d\}$ and $J=\left\{i \in I: \alpha_{i}>0\right\}$. In addition, there is also association between small values of the variables $X_{j}$, with $j \in J$, and large values of $X_{j}$, with $j \in I \backslash J$, as the following result shows.

Proposition 1. A d-dimensional random vector $\mathbf{X}$ is $\operatorname{MTPP}_{2}(\alpha)$ if, and only if, it is $M T P P_{2}(-\alpha)$.
Proof. Assume $\mathbf{X}$ is $\operatorname{MTPP}_{2}(\alpha)$, then (3.1) holds. By making the changes $x_{i}=-y_{i}^{\prime}, x_{j}=-y_{j}^{\prime}, x_{i}^{\prime}=-y_{i}$ and $x_{j}^{\prime}=-y_{j}$-note that $y_{i} \leq y_{i}^{\prime}$ and $y_{j} \leq y_{j}^{\prime}-$ we easily obtain that $\mathbf{X}$ is also $\operatorname{MTPP}_{2}(-\alpha)$.

The converse follows the same steps.
The proof of the next property concerning the $\operatorname{MTPP}_{2}(\alpha)$ concept -in which $\mathbf{1}$ denotes the vector $(1,1, \ldots, 1) \in \mathbb{R}^{d}$ - is simple, and we omit it.

Proposition 2. A d-dimensional random vector $\mathbf{X}$ is $\operatorname{MTPP}_{2}(\alpha)$ if, and only if, $\alpha \mathbf{X}$ is $M T P P_{2}(\mathbf{1})$.
In the following definition we provide a generalization of the $\mathrm{MTP}_{2}$-concept, similarly to the generalization defined for the orthant dependence given in [17], and where $\alpha \mathbf{z}$ will denote the $d$ dimensional vector $\left(\alpha_{1} z_{1}, \ldots, \alpha_{d} z_{d}\right)$.
Definition 2. Let $\mathbf{X}$ be a d-dimensional random vector with joint density function $f$, and $\alpha \in \overline{\mathbb{R}}^{d}$, with $\left|\alpha_{i}\right|=1$ for all $i=1, \ldots, d$. Then $\mathbf{X}$ is said to be multivariate totally positive of order two according to the direction $\alpha$-denoted by $\operatorname{MTP}_{2}(\alpha)$ - if

$$
f(\alpha(\mathbf{x} \vee \mathbf{y})) f(\alpha(\mathbf{x} \wedge \mathbf{y})) \geq f(\alpha \mathbf{x}) f(\alpha \mathbf{y})
$$

for all $\mathbf{x}=\left(x_{1}, \ldots, x_{d}\right), \mathbf{y}=\left(y_{1}, \ldots, y_{d}\right) \in \overline{\mathbb{R}}^{d}$.

In this section, we have defined two multivariate generalizations of the $\mathrm{TP}_{2}$-concept. Now, we prove that both concepts, $\operatorname{MTPP}_{2}(\alpha)$ and $\operatorname{MTP}_{2}(\alpha)$, are equivalent, as the next result shows.

Theorem 3. A d-dimensional random vector $\mathbf{X}$ is $M T P_{2}(\alpha)$ if, and only if, it is $\operatorname{MTPP}_{2}(\alpha)$.
Proof. Consider the vectors

$$
\mathbf{x}=\left(x_{1}, \ldots, x_{i}^{\prime}, \ldots, x_{j}, \ldots, x_{d}\right) \quad \text { and } \quad \mathbf{y}=\left(x_{1}, \ldots, x_{i}, \ldots, x_{j}^{\prime}, \ldots, x_{d}\right),
$$

with $x_{i} \leq x_{i}^{\prime}$ and $x_{j} \leq x_{j}^{\prime}$. Then we have

$$
\begin{aligned}
& \alpha(\mathbf{x} \wedge \mathbf{y})=\left(\alpha_{1} x_{1}, \ldots, \alpha_{i} x_{i}, \ldots, \alpha_{j} x_{j}, \ldots, \alpha_{d} x_{d}\right) \\
& \alpha(\mathbf{x} \vee \mathbf{y})=\left(\alpha_{1} x_{1}, \ldots, \alpha_{i} x_{i}^{\prime}, \ldots, \alpha_{j} x_{j}^{\prime}, \ldots, \alpha_{d} x_{d}\right) .
\end{aligned}
$$

If $\mathbf{X}$ is $\operatorname{MTP}_{2}(\alpha)$, then we immediately obtain that $\mathbf{X}$ is $\operatorname{MTPP}_{2}(\alpha)$.
Conversely, for $\mathbf{x}, \mathbf{y} \in \overline{\mathbb{R}}^{d}$ suppose, without loss of generality, $x_{l} \geq y_{l}$ for $l=1, \ldots, r$ and $x_{l} \leq y_{l}$ for $l=r+1, \ldots, d$. Let $s=d-r$. For each $i$, with $0 \leq i \leq r$, and for each $j$, with $0 \leq j \leq s$, we define the vectors

$$
\begin{aligned}
\mathbf{z}^{i, j}:= & \left(x_{1} \vee y_{1}, \ldots, x_{i} \vee y_{i}, x_{i+1} \wedge y_{i+1}, \ldots, x_{r} \wedge y_{r}, x_{r+1} \vee y_{r+1}, \ldots, x_{r+j} \vee y_{r+j},\right. \\
& \left.x_{r+j+1} \wedge y_{r+j+1}, \ldots, x_{d} \wedge y_{d}\right)
\end{aligned}
$$

(note $\mathbf{z}^{r, 0}=\mathbf{x}, \mathbf{z}^{0, s}=\mathbf{y}, \mathbf{z}^{0,0}=\mathbf{x} \wedge \mathbf{y}$ and $\mathbf{z}^{r, s}=\mathbf{x} \vee \mathbf{y}$ ). Then we have $\mathbf{z}^{i+1, j} \wedge \mathbf{z}^{i, j+1}=\mathbf{z}^{i, j}$ and $\mathbf{z}^{i+1, j} \vee \mathbf{z}^{i, j+1}=\mathbf{z}^{i+1, j+1}$. Since $\mathbf{X}$ is $\operatorname{MTPP}_{2}(\alpha)$, if $h$ is the joint density function of $\mathbf{X}$, we obtain

$$
h\left(\alpha \mathbf{z}^{i, j}\right) h\left(\alpha \mathbf{z}^{i+1, j+1}\right) \geq h\left(\alpha \mathbf{z}^{i+1, j}\right) h\left(\alpha \mathbf{z}^{i, j+1}\right)
$$

for any $(i, j)$ such that $0 \leq i \leq r-1$ and $0 \leq j \leq s-1$; therefore,

$$
\prod_{i=0}^{r-1} \prod_{j=0}^{s-1} h\left(\alpha \mathbf{z}^{i, j}\right) h\left(\alpha \mathbf{z}^{i+1, j+1}\right) \geq \prod_{i=0}^{r-1} \prod_{j=0}^{s-1} h\left(\alpha \mathbf{z}^{i+1, j}\right) h\left(\alpha \mathbf{z}^{i, j+1}\right)
$$

whence

$$
h\left(\alpha \mathbf{z}^{0,0}\right) h\left(\alpha \mathbf{z}^{r, s}\right) \geq h\left(\alpha \mathbf{z}^{r, 0}\right) h\left(\alpha \mathbf{z}^{0, s}\right)
$$

i.e., $\mathbf{X}$ is $\operatorname{MTP}_{2}(\alpha)$, which completes the proof.

Another different characterization of the $\mathrm{MTP}_{2}(\alpha)$-concept is given in the following result.
Proposition 4. A d-dimensional random vector $\mathbf{X}$ with joint density function $h$ is $M T P_{2}(\alpha)$ if, and only if, for any pair of vectors $\mathbf{x}, \mathbf{x}^{\prime} \in \overline{\mathbb{R}}^{d}$ such that $x_{i} \leq x_{i}^{\prime}$ for all $i=1, \ldots, d$, and any $1 \leq j \leq d-1$, we have

$$
\begin{equation*}
h(\alpha \mathbf{x}) h\left(\alpha \mathbf{x}^{\prime}\right) \geq h\left(\alpha \mathbf{x}^{\prime j}\right) h\left(\alpha \mathbf{x}^{j}\right), \tag{3.2}
\end{equation*}
$$

where $\mathbf{x}^{\prime j}=\left(x_{1}^{\prime}, \ldots, x_{j}^{\prime}, x_{j+1}, \ldots, x_{d}\right)$ and $\mathbf{x}^{j}=\left(x_{1}, \ldots, x_{j}, x_{j+1}^{\prime}, \ldots, x_{d}^{\prime}\right)$.

Proof. Assume $\mathbf{X}$ is $\operatorname{MTP}_{2}(\alpha)$. Let $\mathbf{x}, \mathbf{x}^{\prime} \in \overline{\mathbb{R}}^{d}$ such that $x_{i} \leq x_{i}^{\prime}$ for all $i=1, \ldots, d$. For any $1 \leq j \leq d-1$ consider the vectors $\mathbf{x}^{\prime j}$ and $\mathbf{x}^{j}$. Then, it is clear $\mathbf{x}^{\prime j} \wedge \mathbf{x}^{j}=\mathbf{x}$ and $\mathbf{x}^{\prime j} \vee \mathbf{x}^{j}=\mathbf{x}^{\prime}$, whence we obtain (3.2).

Conversely, given $i, j \in I=\{1, \ldots, d\}$, let $k=\max \{i, j\}$. Then, for any $\mathbf{x}, \mathbf{x}^{\prime} \in \overline{\mathbb{R}}^{d}$ such that $x_{l} \leq x_{l}^{\prime}$ for all $l=1, \ldots, d$, from (3.2) we have

$$
h(\alpha \mathbf{x}) h\left(\alpha \mathbf{x}^{\prime}\right) \geq h\left(\alpha \mathbf{x}^{\prime k-1}\right) h\left(\alpha \mathbf{x}^{k-1}\right) .
$$

Taking $x_{l}=x_{l}^{\prime}$ for all $l \in I \backslash\{i, j\}$ we easily obtain that $\mathbf{X}$ is $\operatorname{MTPP}_{2}(\alpha)$, and therefore it is $\operatorname{MTP}_{2}(\alpha)$, completing the proof.

For the next result, in which we provide another characterization of the $\operatorname{MTPP}_{2}(\alpha)$-concept of a random vector, we need some additional notation: Given a $d$-dimensional random vector $\mathbf{X}$ with joint distribution function $H$, let $\bar{H}\left(x_{1}, \ldots, x_{d}\right)$ denote the probability that $\mathbf{X}$ is greater than $\mathbf{x}$-also known as the joint survival function of $H$-, i.e.,

$$
\bar{H}\left(x_{1}, \ldots, x_{d}\right)=\mathbb{P}\left[\bigcap_{i=1}^{d}\left(X_{i}>x_{i}\right)\right] .
$$

Proposition 5. A d-dimensional random vector $\mathbf{X}$ is $\operatorname{MTPP}_{2}(\alpha)$ if, and only if, $\bar{H}$ is $M T P P_{2}(\mathbf{1})$.
Proof. Assume $\mathbf{X}$ is $\operatorname{MTPP}_{2}(\alpha)$. Since

$$
\bar{H}\left(x_{1}, \ldots, x_{d}\right)=\mathbb{P}\left[\bigcap_{i=1}^{d}\left(\alpha_{i} X_{i}>x_{i}\right)\right]
$$

we have the following chain of equalities:

$$
\begin{align*}
& \mathbb{P}\left[\bigcap_{i=1}^{d}\left(\alpha_{i} X_{i}>x_{i}\right)\right] \mathbb{P}\left[\bigcap_{i=1}^{d}\left(\alpha_{i} X_{i}>x_{i}^{\prime}\right)\right] \\
&-\mathbb{P}\left[\bigcap_{i=1}^{j}\left(\alpha_{i} X_{i}>x_{i}\right), \bigcap_{i=j+1}^{d}\left(\alpha_{i} X_{i}>x_{i}^{\prime}\right)\right] \mathbb{P}\left[\bigcap_{i=1}^{j}\left(\alpha_{i} X_{i}>x_{i}^{\prime}\right), \bigcap_{i=j+1}^{d}\left(\alpha_{i} X_{i}>x_{i}\right)\right] \\
&= \mathbb{P}\left[\bigcap_{i=1}^{j}\left(x_{i}<\alpha_{i} X_{i} \leq x_{i}^{\prime}\right), \bigcap_{i=j+1}^{d}\left(\alpha_{i} X_{i}>x_{i}\right)\right] \mathbb{P}\left[\bigcap_{i=1}^{d}\left(\alpha_{i} X_{i}>x_{i}^{\prime}\right)\right] \\
&-\mathbb{P}\left[\bigcap_{i=1}^{j}\left(x_{i}<\alpha_{i} X_{i} \leq x_{i}^{\prime}\right), \bigcap_{i=j+1}^{d}\left(\alpha_{i} X_{i}>x_{i}\right)\right] \mathbb{P}\left[\bigcap_{i=1}^{j}\left(\alpha_{i} X_{i}>x_{i}^{\prime}\right), \bigcap_{i=j+1}^{d}\left(\alpha_{i} X_{i}>x_{i}\right)\right] \\
&= \mathbb{P}\left[\bigcap_{i=1}^{d}\left(x_{i}<\alpha_{i} X_{i} \leq x_{i}^{\prime}\right)\right] \mathbb{P}\left[\bigcap_{i=1}^{d}\left(\alpha_{i} X_{i}>x_{i}^{\prime}\right)\right] \\
&-\mathbb{P}\left[\bigcap_{i=1}^{j}\left(x_{i}<\alpha_{i} X_{i} \leq x_{i}^{\prime}\right), \bigcap_{i=j+1}^{d}\left(\alpha_{i} X_{i}>x_{i}\right)\right] \mathbb{P}\left[\bigcap_{i=1}^{j}\left(\alpha_{i} X_{i}>x_{i}^{\prime}\right), \bigcap_{i=j+1}^{d}\left(x_{i}<\alpha_{i} X_{i} \leq x_{i}^{\prime}\right)\right] . \tag{3.3}
\end{align*}
$$

Now, we prove that the last expression in (3.3) is non-negative. For that, note that, from Proposition 2, we have that the random vector $\alpha \mathbf{X}$ is $\operatorname{MTPP}_{2}(\mathbf{1})$, and from Proposition 4 we have

$$
\begin{equation*}
g(\mathbf{y}) g\left(\mathbf{y}^{\prime}\right)-g\left(\mathbf{y}^{\prime j}\right) g\left(\mathbf{y}^{j}\right) \geq 0 \tag{3.4}
\end{equation*}
$$

where $g$ is the joint density function of $\alpha \mathbf{X}$. Integrating in both sides of (3.4), with $x_{i}<y_{i} \leq x_{i}^{\prime}<y_{i}^{\prime}$ for all $i=1, \ldots, d$, we have

$$
\int_{x_{1}}^{x_{1}^{\prime}} \cdots \int_{x_{d}}^{x_{d}^{\prime}} \int_{x_{1}^{\prime}}^{\infty} \cdots \int_{x_{d}^{\prime}}^{\infty}\left(g(\mathbf{y}) g\left(\mathbf{y}^{\prime}\right)-g\left(\mathbf{y}^{\prime}\right) g\left(\mathbf{y}^{j}\right)\right) \mathrm{d} \mathbf{y d} \mathbf{y}^{\prime} \geq 0
$$

so that the expression in (3.3) is non-negative.
The converse follows the same steps, and the proof is completed.
Next we show that any subset of a $\operatorname{MTPP}_{2}(\alpha)$ random vector preserves this property.
Proposition 6. If $\mathbf{X}=\left(X_{1}, \ldots, X_{d}\right)$ is a $\operatorname{MTPP}_{2}(\alpha)$ random vector, then any subset $\left(X_{i_{1}}, \ldots, X_{i_{k}}\right)$ of $\mathbf{X}$ is $\operatorname{MTPP}_{2}\left(\alpha^{*}\right)$, where $\alpha^{*}=\left(\alpha_{i_{1}}, \ldots, \alpha_{i_{k}}\right)$.
Proof. Let $d \geq 3$ be a natural number, $i \in\{1, \ldots, d\}, \alpha^{(i)}=\left(\alpha_{1}, \ldots, \alpha_{i-1}, \alpha_{i+1}, \ldots, \alpha_{d}\right)$ and $\mathbf{X}^{(i)}$ the $(d-1)$-dimensional random vector $\left(X_{1}, \ldots, X_{i-1}, X_{i+1}, \ldots, X_{d}\right)$. Let $g\left(x_{1}, \ldots, x_{d}\right)$ (respectively, $\left.g^{(i)}\left(x_{1}, \ldots, x_{i-1}, x_{i+1}, \ldots, x_{d}\right)\right)$ be the joint density function of the random vector $\alpha \mathbf{X}$ (respectively, $\left.\alpha^{(i)} \mathbf{X}^{(i)}\right)$. We now prove that the random vector $\alpha^{(i)} \mathbf{X}^{(i)}$ is $\operatorname{MTPP}_{2}\left(\mathbf{1}_{d-1}\right)$, where $\mathbf{1}_{d-1}$ denotes the unitary $d-1$-vector, and, from Proposition 2, we would have that $\mathbf{X}^{(i)}$ is $\operatorname{MTPP}_{2}\left(\alpha^{(i)}\right)$. Continuing this reasoning for a determined number of components, the result would be proved.

Let $j, k \in\{1, \ldots, d\}$ such that $j<i<k$. For the sake of simplicity, let us denote

$$
g^{(i)}\left(x_{j}, x_{k}, x^{(j, k)}\right):=g^{(i)}\left(x_{1}, \ldots, x_{j}, \ldots, x_{i-1}, x_{i+1}, \ldots, x_{k}, \ldots, x_{d}\right)
$$

and

$$
g\left(x_{j}, x_{i}, x_{k}, x^{(j i, k)}\right):=g\left(x_{1}, \ldots, x_{j}, \ldots, x_{i}, \ldots, x_{k}, \ldots, x_{d}\right) .
$$

Therefore, we need to prove

$$
g^{(i)}\left(x_{j}, x_{k}, x^{(j, k)}\right) g^{(i)}\left(x_{j}^{\prime}, x_{k}^{\prime}, x^{(j, k)}\right) \geq g^{(i)}\left(x_{j}^{\prime}, x_{k}, x^{(j, k)}\right) g^{(i)}\left(x_{j}, x_{k}^{\prime}, x^{(j, k)}\right)
$$

for any $x_{j}, x_{k}, x_{j}^{\prime}, x_{k}^{\prime} \in \overline{\mathbb{R}}$ such that $x_{j} \leq x_{j}^{\prime}$ and $x_{k} \leq x_{k}^{\prime}$ and any $x^{(j, k)} \in \overline{\mathbb{R}}^{d-3}$.
We have

$$
\begin{aligned}
& g^{(i)}\left(x_{j}, x_{k}, x^{(j, k)}\right) g^{(i)}\left(x_{j}^{\prime}, x_{k}^{\prime}, x^{(j, k)}\right)-g^{(i)}\left(x_{j}^{\prime}, x_{k}, x^{(j, k)}\right) g^{(i)}\left(x_{j}, x_{k}^{\prime}, x^{(j, k)}\right) \\
& = \\
& =\iint \frac{g\left(x_{j}^{\prime}, x_{i}^{\prime}, x_{k}^{\prime}, x^{(j, i, k)}\right)}{g\left(x_{j}^{\prime}, x_{i}^{\prime}, x_{k}, x^{(j, i, k)}\right)} g\left(x_{j}, x_{i}, x_{k}, x^{(j, i, k)}\right) g\left(x_{j}^{\prime}, x_{i}^{\prime}, x_{k}, x^{(j, i, k)}\right) \mathrm{d} x_{i} \mathrm{~d} x_{i}^{\prime} \\
& \\
& -\iint \frac{g\left(x_{j}, x_{i}^{\prime}, x_{k}^{\prime}, x^{(j, i, k)}\right)}{g\left(x_{j}, x_{i}^{\prime}, x_{k}, x^{(j, i, k)}\right)} g\left(x_{j}^{\prime}, x_{i}, x_{k}, x^{(j, i, k)}\right) g\left(x_{j}, x_{i}^{\prime}, x_{k}, x^{(j, i, k)}\right) \mathrm{d} x_{i} \mathrm{~d} x_{i}^{\prime} \\
& = \\
& \quad \iint_{x_{i}<x_{i}^{\prime}}\left(\frac{g\left(x_{j}^{\prime}, x_{i}^{\prime}, x_{k}^{\prime}, x^{(j, i, k)}\right)}{g\left(x_{j}^{\prime}, x_{i}^{\prime}, x_{k}, x^{(j, j, k)}\right)}-\frac{g\left(x_{j}, x_{i}, x_{k}^{\prime}, x^{(j, i, k)}\right)}{g\left(x_{j}, x_{i}, x_{k}, x^{(j j, i, k)}\right)}\right) \\
& \quad \cdot\left(g\left(x_{j}, x_{i}, x_{k}, x^{(j, i, k)}\right) g\left(x_{j}^{\prime}, x_{i}^{\prime}, x_{k}, x^{(j, i, k)}\right)-g\left(x_{j}^{\prime}, x_{i}, x_{k}, x^{(j, i, k)}\right) g\left(x_{j}, x_{i}^{\prime}, x_{k}, x^{(j, i, k)}\right)\right) \mathrm{d} x_{i} \mathrm{~d} x_{i}^{\prime} \\
& \quad+\iint_{x_{i}<x_{i}^{\prime}}\left[\frac{g\left(x_{j}^{\prime}, x_{i}^{\prime}, x_{k}^{\prime}, x^{(j, i, k)}\right)}{g\left(x_{j}^{\prime}, x_{i}^{\prime}, x_{k}, x^{(j, i, k)}\right)}-\frac{g\left(x_{j}, x_{i}^{\prime}, x_{k}^{\prime}, x^{(j, i, k)}\right)}{g\left(x_{j}, x_{i}^{\prime}, x_{k}, x^{(j, i, k)}\right)}+\frac{g\left(x_{j}^{\prime}, x_{i}, x_{k}^{\prime}, x^{(j, i, k)}\right)}{g\left(x_{j}^{\prime}, x_{i}, x_{k}, x^{(j, i, k)}\right)}\right.
\end{aligned}
$$

$$
\left.-\frac{g\left(x_{j}, x_{i}, x_{k}^{\prime}, x^{(j, i, k)}\right)}{g\left(x_{j}, x_{i}, x_{k}, x^{(j, i, k)}\right)}\right] \cdot g\left(x_{j}^{\prime}, x_{i}, x_{k}, x^{(j, i, k)}\right) g\left(x_{j}, x_{i}^{\prime}, x_{k}, x^{(j, i, k)}\right) \mathrm{d} x_{i} \mathrm{~d} x_{i}^{\prime} \geq 0
$$

since $\alpha \mathbf{X}$ is $\operatorname{MTPP}_{2}(\mathbf{1})$-recall Proposition 2- and

$$
\begin{gathered}
g\left(x_{j}, x_{i}, x_{k}, x^{(j, i, k)}\right) g\left(x_{j}^{\prime}, x_{i}^{\prime}, x_{k}, x^{(j, i, k)}\right)-g\left(x_{j}^{\prime}, x_{i}, x_{k}, x^{(j, i, k)}\right) g\left(x_{j}, x_{i}^{\prime}, x_{k}, x^{(j, i, k)}\right) \geq 0, \\
\frac{g\left(x_{j}^{\prime}, x_{i}^{\prime}, x_{k}^{\prime}, x^{(j, i, k)}\right)}{g\left(x_{j}^{\prime}, x_{i}^{\prime}, x_{k}, x^{(j, i, k)}\right)} \geq \frac{g\left(x_{j}, x_{i}^{\prime}, x_{k}^{\prime}, x^{(j, i, k)}\right)}{g\left(x_{j}, x_{i}^{\prime}, x_{k}, x^{(j, i, k)}\right)} \geq \frac{g\left(x_{j}, x_{i}, x_{k}^{\prime}, x^{(j, i, k)}\right)}{g\left(x_{j}, x_{i}, x_{k}, x^{(j, i, k)}\right)}, \\
\frac{g\left(x_{j}^{\prime}, x_{i}^{\prime}, x_{k}^{\prime}, x^{(j, i, k)}\right)}{g\left(x_{j}^{\prime}, x_{i}^{\prime}, x_{k}, x^{(j, i, k)}\right)} \geq \frac{g\left(x_{j}, x_{i}^{\prime}, x_{k}^{\prime}, x^{(j, i, k)}\right)}{g\left(x_{j}, x_{i}^{\prime}, x_{k}, x^{(j, i, k)}\right)} \text { and } \frac{g\left(x_{j}^{\prime}, x_{i}, x_{k}^{\prime}, x^{(j i, k)}\right)}{g\left(x_{j}^{\prime}, x_{i}, x_{k}, x^{(j, i, k)}\right)} \geq \frac{g\left(x_{j}, x_{i}, x_{k}^{\prime}, x^{(j, i, k)}\right)}{g\left(x_{j}, x_{i}, x_{k}, x^{(j, i, k)}\right)} ;
\end{gathered}
$$

whence the result follows.
For the next result, we will use some additional notation. For $\alpha=\left(\alpha_{1}, \ldots, \alpha_{d_{1}}\right) \in \overline{\mathbb{R}}^{d_{1}}$ and $\beta=$ $\left(\beta_{1}, \ldots, \beta_{d_{2}}\right) \in \overline{\mathbb{R}}^{d_{2}},(\alpha, \beta)$ will denote concatenation, i.e., $(\alpha, \beta)=\left(\alpha_{1}, \ldots, \alpha_{d_{1}}, \beta_{1}, \ldots, \beta_{d_{2}}\right) \in \overline{\mathbb{R}}^{d_{1}+d_{2}} ;$ and similarly for random vectors.

Proposition 7. If the respective $d_{1}$ - and $d_{2}$-dimensional random vectors $\mathbf{X}$ and $\mathbf{Y}$ are $\operatorname{MTPP}_{2}(\alpha)$ and $\operatorname{MTPP}_{2}(\beta)$, and $\mathbf{X}$ and $\mathbf{Y}$ are independent, then the $\left(d_{1}+d_{2}\right)$-random vector $(\mathbf{X}, \mathbf{Y})$ is $\operatorname{MTPP}_{2}(\alpha, \beta)$.

Proof. Since the random vectors $\mathbf{X}$ and $\mathbf{Y}$ are independent, so are the variables $\alpha \mathbf{X}$ and $\beta \mathbf{Y}$. Denoting by $f(\mathbf{x}), g(\mathbf{y})$ and $h(\mathbf{x}, \mathbf{y})$ the respective joint density functions of $\alpha \mathbf{X}, \beta \mathbf{Y}$ and $(\alpha \mathbf{X}, \beta \mathbf{Y})$, we have $h(\mathbf{x}, \mathbf{y})=f(\mathbf{x}) g(\mathbf{y})$; whence,

$$
\begin{aligned}
& h(\mathbf{x}, \mathbf{y}) h\left(x_{1}, \ldots, x_{i}^{\prime}, \ldots, x_{d_{1}}, y_{1}, \ldots, y_{j}^{\prime}, \ldots, y_{d_{2}}\right) \\
& \quad-h\left(x_{1}, \ldots, x_{i}^{\prime}, \ldots, x_{d_{1}}, y_{1}, \ldots, y_{j}, \ldots, y_{d_{2}}\right) h\left(x_{1}, \ldots, x_{i}, \ldots, x_{d_{1}}, y_{1}, \ldots, y_{j}^{\prime}, \ldots, y_{d_{2}}\right)=0
\end{aligned}
$$

for any choice $(i, j)$, with $1 \leq i \leq d_{1}$ and $1 \leq j \leq d_{2}$, such that $x_{i} \leq x_{i}^{\prime}$ and $y_{j} \leq y_{j}^{\prime}$. If the two indices chosen are from the first $d_{1}$ indices (we have a similar reasoning for the last $d_{2}$ indices), since $\mathbf{X}$ is $\operatorname{MTPP}_{2}(\alpha)$, or equivalently, $\alpha \mathbf{X}$ is $\operatorname{MTPP}_{2}(\mathbf{1})$-recall Proposition 2-, we have

$$
\begin{aligned}
& h(\mathbf{x}, \mathbf{y}) h\left(x_{1}, \ldots, x_{i}^{\prime}, \ldots, x_{j}^{\prime}, \ldots, x_{d_{1}}, y_{1}, \ldots, y_{d_{2}}\right) \\
& \quad-h\left(x_{1}, \ldots, x_{i}^{\prime}, \ldots, x_{j}, \ldots, x_{d_{1}}, y_{1}, \ldots, y_{d_{2}}\right) h\left(x_{1}, \ldots, x_{i}, \ldots, x_{j}^{\prime}, \ldots, x_{d_{1}}, y_{1}, \ldots, y_{d_{2}}\right) \\
& = \\
& g(\mathbf{y})\left[f(\mathbf{x}) f\left(x_{1}, \ldots, x_{i}^{\prime}, \ldots, x_{j}^{\prime}, \ldots, x_{d_{1}}\right)\right. \\
& \left.\quad-f\left(x_{1}, \ldots, x_{i}^{\prime}, \ldots, x_{j}, \ldots, x_{d_{1}}\right) f\left(x_{1}, \ldots, x_{i}, \ldots, x_{j}^{\prime}, \ldots, x_{d_{1}}\right)\right] \geq 0
\end{aligned}
$$

therefore, $(\mathbf{X}, \mathbf{Y})$ is $\operatorname{MTPP}_{2}(\alpha, \beta)$, which completes the proof.
We conclude this section with three additional properties of the $\mathrm{MTPP}_{2}(\alpha)$-concept. The first property is straightforward and we omit its proof.

Proposition 8. Every independent d-dimensional random vector $\mathbf{X}$ is $M T P P_{2}(\alpha)$ for any $\alpha \in \overline{\mathbb{R}}^{d}$.
Proposition 9. If the random vector $\mathbf{X}=\left(X_{1}, \ldots, X_{d}\right)$ is $M T P P_{2}(\alpha)$ and $f_{1}, \ldots, f_{d}$ are d real-valued and non-decreasing functions, then the random vector $\left(f_{1}\left(\mathbf{X}_{1}\right), \ldots, f_{d}\left(\mathbf{X}_{d}\right)\right)$ is MTPP $P_{2}(\alpha)$.

Proof. Let $f$ (respectively, $g$ ) be the joint density function of $\alpha \mathbf{X}$ (respectively, $\left(\alpha_{1} f_{1}\left(\mathbf{X}_{1}\right), \ldots, \alpha_{d} f_{d}\left(\mathbf{X}_{d}\right)\right)$ ). Then it holds

$$
g\left(x_{1} \ldots, x_{d}\right)=f\left(\alpha_{1} f_{1}^{-1}\left(\alpha_{1} x_{1}\right), \ldots, \alpha_{d} f_{d}^{-1}\left(\alpha_{d} x_{d}\right)\right) .
$$

Since $\mathbf{X}$ is $\operatorname{MTPP}_{2}(\alpha)$, then $\alpha \mathbf{X}$ is $\operatorname{MTPP}_{2}(\mathbf{1})$-recall Proposition 2-, and since $\alpha_{k} f_{k}^{-1}\left(\alpha_{k} x_{k}\right) \leq$ $\alpha_{k} f_{k}^{-1}\left(\alpha_{k} x_{k}^{\prime}\right)$ for $k=i, j$ with $x_{k} \leq x_{k}^{\prime}$, then $\left(\alpha_{1} f_{1}\left(\mathbf{X}_{1}\right), \ldots, \alpha_{d} f_{d}\left(\mathbf{X}_{d}\right)\right)$ is $\operatorname{MTPP}_{2}(\mathbf{1})$, and thus $\left(f_{1}\left(\mathbf{X}_{1}\right), \ldots, f_{d}\left(\mathbf{X}_{d}\right)\right)$ is $\operatorname{MTPP}_{2}(\alpha)$.

Proposition 10. Let $X_{1}, \ldots, X_{d}$, Y be $d+1$ random variables such that $X_{1} \ldots, X_{d}$ are independent given $Y$. If the random pair $\left(X_{i}, Y\right)$ is $\operatorname{MTPP}_{2}\left(\alpha_{i}, 1\right)$ with $\left|\alpha_{i}\right|=1$ for all $i=1 \ldots, d$, then the random vector $\left(X_{1}, \ldots, X_{d}\right)$ is $\operatorname{MTPP}_{2}\left(\alpha_{1}, \ldots, \alpha_{d}\right)$.

Proof. Let $f_{i}\left(x_{i}, y\right)$ the joint density function of the random pair $\left(X_{i}, Y\right)$ for $i=1, \ldots, d$, and let $g(y)$ the density function of $Y$. Then, the joint density function of the random vector $\left(X_{1}, \ldots, X_{d}\right)$, which we denote by $f$, is given by

$$
f\left(x_{1}, \ldots, x_{d}\right)=\int \prod_{i=1}^{d} f_{i}\left(x_{i}, y\right) g(y) \mathrm{d} y .
$$

Given $i, j \in\{1, \ldots, d\}$ and $x_{1}, \ldots, x_{d}, x_{i}^{\prime}, x_{j}^{\prime} \in \overline{\mathbb{R}}^{d}$ with $x_{i} \leq x_{i}^{\prime}$ and $x_{j} \leq x_{j}^{\prime}$, we have

$$
\begin{aligned}
f & \left(x_{1}, \ldots, \alpha_{i} x_{i}, \ldots, \alpha_{j} x_{j}, \ldots, x_{d}\right) f\left(x_{1}, \ldots, \alpha_{i} x_{i}^{\prime}, \ldots, \alpha_{j} x_{j}^{\prime}, \ldots, x_{d}\right) \\
& -f\left(x_{1}, \ldots, \alpha_{i} x_{i}^{\prime}, \ldots, \alpha_{j} x_{j}, \ldots, x_{d}\right) f\left(x_{1}, \ldots, \alpha_{i} x_{i}, \ldots, \alpha_{j} x_{j}^{\prime}, \ldots, x_{d}\right) \\
= & \iint \prod_{\substack{k=1 \\
i \neq k \neq j}}^{d}\left(f_{k}\left(x_{k}, y\right) f_{k}\left(x_{k}, y^{\prime}\right)\right) f_{i}\left(\alpha_{i} x_{i}, y\right) f_{i}\left(\alpha_{i} x_{i}^{\prime}, y^{\prime}\right) f_{j}\left(\alpha_{j} x_{j}, y\right) f_{j}\left(\alpha_{j} x_{j}^{\prime}, y^{\prime}\right) g(y) g\left(y^{\prime}\right) \mathrm{d} y \mathrm{~d} y^{\prime} \\
& -\iint \prod_{\substack{k=1 \\
i \neq k \neq j}}^{d}\left(f_{k}\left(x_{k}, y\right) f_{k}\left(x_{k}, y^{\prime}\right)\right) f_{i}\left(\alpha_{i} x_{i}^{\prime}, y\right) f_{i}\left(\alpha_{i} x_{i}, y^{\prime}\right) f_{j}\left(\alpha_{j} x_{j}, y\right) f_{j}\left(\alpha_{j} x_{j}^{\prime}, y^{\prime}\right) g(y) g\left(y^{\prime}\right) \mathrm{d} y \mathrm{~d} y^{\prime} \\
= & \iint_{y<y^{\prime}} \prod_{\substack{k=1 \\
i \neq k \neq j}}^{d}\left(f_{k}\left(x_{k}, y\right) f_{k}\left(x_{k}, y^{\prime}\right)\right) f_{i}\left(\alpha_{i} x_{i}, y\right) f_{i}\left(\alpha_{i} x_{i}^{\prime}, y^{\prime}\right) f_{j}\left(\alpha_{j} x_{j}, y\right) f_{j}\left(\alpha_{j} x_{j}^{\prime}, y^{\prime}\right) g(y) g\left(y^{\prime}\right) \mathrm{d} y \mathrm{~d} y^{\prime} \\
& +\iint_{y>y^{\prime}} \prod_{\substack{k=1 \\
i=k \neq j}}^{d}\left(f_{k}\left(x_{k}, y\right) f_{k}\left(x_{k}, y^{\prime}\right)\right) f_{i}\left(\alpha_{i} x_{i}, y\right) f_{i}\left(\alpha_{i} x_{i}^{\prime}, y^{\prime}\right) f_{j}\left(\alpha_{j} x_{j}, y\right) f_{j}\left(\alpha_{j} x_{j}^{\prime}, y^{\prime}\right) g(y) g\left(y^{\prime}\right) \mathrm{d} y \mathrm{~d} y^{\prime} \\
& -\iint_{y<y^{\prime}} \prod_{\substack{k=1 \\
i \neq k \neq j}}^{d}\left(f_{k}\left(x_{k}, y\right) f_{k}\left(x_{k}, y^{\prime}\right)\right) f_{i}\left(\alpha_{i} x_{i}^{\prime}, y\right) f_{i}\left(\alpha_{i} x_{i}, y^{\prime}\right) f_{j}\left(\alpha_{j} x_{j}, y\right) f_{j}\left(\alpha_{j} x_{j}^{\prime}, y^{\prime}\right) g(y) g\left(y^{\prime}\right) \mathrm{d} y \mathrm{~d} y^{\prime}
\end{aligned}
$$

$$
\begin{aligned}
& -\iint_{\substack { y>y^{\prime} \\
\begin{subarray}{c}{i=1 \\
i \neq k \neq j{ y > y ^ { \prime } \\
\begin{subarray} { c } { i = 1 \\
i \neq k \neq j } }\end{subarray}}^{d}\left(f_{k}\left(x_{k}, y\right) f_{k}\left(x_{k}, y^{\prime}\right)\right) f_{i}\left(\alpha_{i} x_{i}^{\prime}, y\right) f_{i}\left(\alpha_{i} x_{i}, y^{\prime}\right) f_{j}\left(\alpha_{j} x_{j}, y\right) f_{j}\left(\alpha_{j} x_{j}^{\prime}, y^{\prime}\right) g(y) g\left(y^{\prime}\right) \mathrm{d} y \mathrm{~d} y^{\prime} \\
= & \iint_{y<y^{\prime}} \prod_{\substack{k=1 \\
i \neq k \neq j}}^{d}\left(f_{k}\left(x_{k}, y\right) f_{k}\left(x_{k}, y^{\prime}\right)\right)\left(f_{i}\left(\alpha_{i} x_{i}, y\right) f_{i}\left(\alpha_{i} x_{i}^{\prime}, y^{\prime}\right) f_{j}\left(\alpha_{j} x_{j}, y\right) f_{j}\left(\alpha_{j} x_{j}^{\prime}, y^{\prime}\right)\right. \\
& +f_{i}\left(\alpha_{i} x_{i}, y^{\prime}\right) f_{i}\left(\alpha_{i} x_{i}^{\prime}, y\right) f_{j}\left(\alpha_{j} x_{j}, y^{\prime}\right) f_{j}\left(\alpha_{j} x_{j}^{\prime}, y\right)-f_{i}\left(\alpha_{i} x_{i}^{\prime}, y\right) f_{i}\left(\alpha_{i} x_{i}, y^{\prime}\right) f_{j}\left(\alpha_{j} x_{j}, y\right) f_{j}\left(\alpha_{j} x_{j}^{\prime}, y^{\prime}\right) \\
& \left.-f_{i}\left(\alpha_{i} x_{i}^{\prime}, y^{\prime}\right) f_{i}\left(\alpha_{i} x_{i}, y\right) f_{j}\left(\alpha_{j} x_{j}, y^{\prime}\right) f_{j}\left(\alpha_{j} x_{j}^{\prime}, y\right)\right) g(y) g\left(y^{\prime}\right) \mathrm{d} y \mathrm{~d} y^{\prime} \\
= & \iint_{y<y^{\prime}} \prod_{\substack{k=1 \\
i \neq k \neq j}}^{d}\left(f_{k}\left(x_{k}, y\right) f_{k}\left(x_{k}, y^{\prime}\right)\right)\left(f_{i}\left(\alpha_{i} x_{i}, y\right) f_{i}\left(\alpha_{i} x_{i}^{\prime}, y^{\prime}\right)-f_{i}\left(\alpha_{i} x_{i}^{\prime}, y\right) f_{i}\left(\alpha_{i} x_{i}, y^{\prime}\right)\right) \\
& \cdot\left(f_{j}\left(\alpha_{j} x_{j}, y\right) f_{j}\left(\alpha_{j} x_{j}^{\prime}, y^{\prime}\right)-f_{j}\left(\alpha_{j} x_{j}^{\prime}, y\right) f_{j}\left(\alpha_{j} x_{j}, y^{\prime}\right)\right) g(y) g\left(y^{\prime}\right) \mathrm{d} y \mathrm{~d} y^{\prime} \geq 0
\end{aligned}
$$

since $\left(X_{l}, Y\right)$ is $\operatorname{MTPP}_{2}\left(\alpha_{l}, 1\right)$ for $l=i, j$; therefore, $\mathbf{X}$ is $\operatorname{MTPP}_{2}(\alpha)$, which completes the proof.

## 4. Dependence of order statistics

In this section, we establish certain types of dependence -both for some of those previously defined and some known ones that we recall in the section- for order statistics. We begin by recalling some concepts related to order statistics. We refer to $[12,18]$ and the references therein for an overview.

Let $X_{1}, X_{2}, \ldots, X_{d}$ be independent and identically distributed random variables, with density function $f$ and distribution function $F$, and $X_{(i)}$ denotes the $i$-th order statistic, being $X_{(1)}=$ $\min \left\{X_{1}, X_{2}, \ldots, X_{d}\right\}$ and $X_{(d)}=\max \left\{X_{1}, X_{2}, \ldots, X_{d}\right\}$. Observe that, for $1 \leq i<j \leq d$, the joint density function of the random pair $\left(X_{(i)}, X_{(j)}\right)$ is given by

$$
h_{i, j}\left(x_{i}, x_{j}\right)= \begin{cases}m_{i, j}\left[F\left(x_{i}\right)\right]^{i-1}\left[F\left(x_{j}\right)-F\left(x_{i}\right)\right]^{j-i-1}\left[1-F\left(x_{j}\right)\right]^{d-j} f\left(x_{i}\right) f\left(x_{j}\right), & \text { if } x_{i} \leq x_{j},  \tag{4.1}\\ 0, & \text { otherwise },\end{cases}
$$

where

$$
m_{i, j}=\frac{d!}{(i-1)!(j-i-1)!(d-j)!},
$$

and the joint density function of the random vector $\left(X_{(1)}, X_{(2)}, \ldots, X_{(i)}\right)$, with $2 \leq i \leq d$, is given by

$$
h_{1,2, \ldots, i}\left(x_{1}, x_{2}, \ldots, x_{i}\right)= \begin{cases}\frac{d!}{(d-i)!}\left[1-F\left(x_{i}\right)\right]^{d-i} \prod_{k=1}^{i} f\left(x_{k}\right), & \text { if } x_{1} \leq x_{2} \leq \cdots \leq x_{i}  \tag{4.2}\\ 0, & \text { otherwise }\end{cases}
$$

Now we recall several known dependence concepts: see [19-21] for more details and applications.
Definition 3. Let $X$ be a random variable with distribution function $F$. Then $F$ is said to be decreasing failure rate -denoted by DFR - if $\mathbb{P}[X>x+y \mid X>x]$ is a nondecreasing function of $x$ for all $y \geq 0$.

We note that in Definition 3, denoting $\bar{F}(x)=1-F(x)$, we have that $F$ is decreasing failure rate if $\frac{\bar{F}(x+y)}{\bar{F}(x)}$ is non-decreasing in $x$ for all $y \geq 0$.
Definition 4. ( [19]) Let $X$ and $Y$ be random variables. $Y$ is positive regression dependent in $X-$ denoted by $\operatorname{PRD}(Y \mid X)$ - if $\mathbb{P}[Y>y \mid X=x]$ is a nondecreasing function of $x$ for all $y \geq 0$.

A generalization of the PRD-concept for $d$ random variables is the following.
Definition 5. The random variables $X_{1}, X_{2}, \ldots, X_{d}$ are conditionally increasing in sequence -denoted by CIS— if $\mathbb{P}\left[X_{i}>x_{i} \mid X_{1}=x_{1}, \ldots, X_{i-1}=x_{i-1}\right]$ is nondecreasing in $x_{1}, \ldots, x_{i-1}$, for every $2 \leq i \leq d$, and for all $x_{i} \in \overline{\mathbb{R}}$.

In what follows, we provide some results on dependence concepts described in this section and the previous one for order statistics.

Proposition 11. Let $d$ be a natural number such that $d \geq 2$. For $1 \leq i \leq d$, let $X_{(i)}$ be the $i$-th order statistics of a statistical sample of size $d$ from a DFR distribution function $F$, with density function $f$. Then, for every $(i, j)$ such that $1 \leq i<j \leq d$, we have $\operatorname{PRD}\left(X_{(j)}-X_{(i)} \mid X_{(i)}\right)$.
Proof. We have to prove that $\mathbb{P}\left[X_{(j)}-X_{(i)}>y \mid X_{(i)}=x\right]$ is nondecreasing in $x$ for all $y \geq 0$. For that, note

$$
\begin{aligned}
\mathbb{P}\left[X_{(j)}-X_{(i)}>y \mid X_{(i)}=x\right] & =\int_{x+y}^{+\infty} \frac{(d-i)!}{(j-i-1)!(d-j)!}[F(z)-F(x)]^{j-i-1} \frac{[1-F(z)]^{d-j}}{[1-F(x)]^{d-i}} f(z) \mathrm{d} z \\
& =\frac{(d-i)!}{(j-i-1)!(d-j)!} \int_{x+y}^{+\infty}\left[1-\frac{\bar{F}(z)}{\bar{F}(x)}\right]^{j-i-1}\left[\frac{\bar{F}(z)}{\bar{F}(x)}\right]^{d-j} \frac{f(z)}{\bar{F}(x)} \mathrm{d} z
\end{aligned}
$$

With the change of variable $u=\frac{\bar{F}(z)}{\bar{F}(x)}$ we get

$$
\mathbb{P}\left[X_{(j)}-X_{(i)}>y \mid X_{(i)}=x\right]=\frac{(d-i)!}{(j-i-1)!(d-j)!} \int_{0}^{\frac{\bar{F}(x+y)}{\bar{F}(x)}} u^{d-j}(1-u)^{j-i-1} \mathrm{~d} u=\mathbb{P}\left[Z \leq \frac{\bar{F}(x+y)}{\bar{F}(x)}\right]
$$

where $Z$ is the random variable with Beta distribution $\beta(d-j+1, j-i)$. Since $F$ is DFR , then given $x, x^{\prime}$ in $\mathbb{R}$, with $x<x^{\prime}$, we have

$$
\frac{\bar{F}(x+y)}{\bar{F}(x)} \leq \frac{\bar{F}\left(x^{\prime}+y\right)}{\bar{F}\left(x^{\prime}\right)}
$$

for all $y \geq 0$. Therefore, it is easy to conclude $\operatorname{PRD}\left(X_{(j)}-X_{(i)} \mid X_{(i)}\right)$.
Proposition 12. For $k=1,2, \ldots, d$, let $X_{(k)}$ be the $k$-th order statistic of a statistical sample of size $d$ from a distribution function $F$. Then we have $\operatorname{PLRD}\left(X_{(i)}, X_{(j)}\right)$ for every $(i, j)$ such that $1 \leq i, j \leq d$.
Proof. Assume -without loss of generality—i<j. Let $h_{i, j}$ be the joint density function of the random vector $\left(X_{(i)}, X_{(j)}\right)$ given by (4.1). For any $x, x^{\prime}, y, y^{\prime} \in \overline{\mathbb{R}}$ such that $x \leq x^{\prime}, y \leq y^{\prime}$, we have

$$
h_{i, j}\left(x^{\prime}, y^{\prime}\right) h_{i, j}(x, y)-h_{i, j}\left(x^{\prime}, y\right) h_{i, j}\left(x, y^{\prime}\right)=\left(\frac{d!}{(i-1)!(j-i-1)!(d-j)!}\right)^{2}[F(x)]^{i-1}\left[F\left(x^{\prime}\right)\right]^{i-1}
$$

$$
\begin{aligned}
& \times[1-F(y)]^{d-j}\left[1-F\left(y^{\prime}\right)\right]^{d-j} f(x) f\left(x^{\prime}\right) f(y) f\left(y^{\prime}\right) \\
& \times\left\{\left[(F(y)-F(x))\left(F\left(y^{\prime}\right)-F\left(x^{\prime}\right)\right)\right]^{j-i-1}-\left[\left(F\left(y^{\prime}\right)-F(x)\right)\left(F(y)-F\left(x^{\prime}\right)\right)\right]^{j-i-1}\right\},
\end{aligned}
$$

whence the proof reduces to proving

$$
(F(y)-F(x))\left(F\left(y^{\prime}\right)-F\left(x^{\prime}\right)\right) \geq\left(F\left(y^{\prime}\right)-F(x)\right)\left(F(y)-F\left(x^{\prime}\right)\right)
$$

which, it reduces in turn to

$$
\left(F\left(x^{\prime}\right)-F(x)\right)\left(F\left(y^{\prime}\right)-F(y)\right) \geq 0 ;
$$

but this obviously holds since $x \leq x^{\prime}$ and $y \leq y^{\prime}$, which completes the proof.
Proposition 13. The order statistics $X_{(1)}, X_{(2)}, \ldots, X_{(d)}$, of an statistical sample of size $d$ from a distribution function $F$, are always conditionally increasing in sequence (CIS).
Proof. Let $2 \leq i \leq d$. Since the joint density function of $\left(X_{(1)}, X_{(2)}, \ldots, X_{(i)}\right)$ is given by (4.2), then we have

$$
\begin{aligned}
\mathbb{P}\left[X_{(i)}>x \mid \bigcap_{j=1}^{i-1}\left(X_{(j)}=x_{j}\right)\right] & =\int_{x}^{+\infty} \frac{h_{1,2, \ldots, i}\left(x_{1}, x_{2}, \ldots, x_{i}\right)}{h_{1,2, \ldots, i-1}\left(x_{1}, x_{2}, \ldots, x_{i-1}\right)} \mathrm{d} x_{i} \\
& = \begin{cases}{\left[\frac{1-F(x)}{1-F\left(x_{i-1}\right)}\right]^{d-i+1},} & \text { if } x \geq x_{i-1}, \\
1, & \text { if } x<x_{i-1} .\end{cases}
\end{aligned}
$$

Therefore, for every $x_{i-1}, x_{i-1}^{\prime} \in \overline{\mathbb{R}}$, with $x_{i-1} \leq x_{i-1}^{\prime}$, since $1-F\left(x_{i-1}\right) \geq 1-F\left(x_{i-1}^{\prime}\right)$, we have

$$
\left(\frac{1-F(x)}{1-F\left(x_{i-1}\right)}\right)^{d-i+1} \leq\left(\frac{1-F(x)}{1-F\left(x_{i-1}^{\prime}\right)}\right)^{d-i+1}
$$

whence it easily follows the result.
Proposition 14. For $1 \leq i \leq d$, let $X_{(i)}$ be the $i$-th order statistic of a statistical sample of size $d$ from a DFR distribution $F$. Let $D_{1}=X_{(1)}$ and $D_{i}=X_{(i)}-X_{(i-1)}$ for $i=2, \ldots, d$. Then the random variables $D_{(1)}, D_{(2)}, \ldots, D_{(d)}$ are CIS.
Proof. Given $2 \leq i \leq d$, let $g_{i}$ denote the joint density function of $\left(D_{1}, D_{2}, \ldots, D_{i}\right)$. Then we have

$$
g_{i}\left(x_{1}, x_{2}, \ldots, x_{i}\right)=h_{1,2 \ldots, i}\left(y_{1}, y_{2}, \ldots, y_{i}\right),
$$

where $h_{1,2, \ldots, i}$ is the density of $\left(X_{(1)}, X_{(2)}, \ldots, X_{(i)}\right)$ given by (4.2), $y_{1}=x_{1}$ and $y_{j}=\sum_{k=1}^{j} x_{k}$ for $j=$ $2, \ldots, i$. Therefore, for $x \geq 0$ we get

$$
\begin{aligned}
\mathbb{P}\left[D_{i}>x \mid \bigcap_{j=1}^{i-1}\left(D_{j}=x_{j}\right)\right] & =\int_{x}^{+\infty} \frac{h_{1,2, \ldots, i}\left(x_{1}, x_{1}+x_{2}, \ldots, \sum_{j=1}^{i} x_{j}\right)}{h_{1,2, \ldots, i-1}\left(x_{1}, x_{1}+x_{2}, \ldots, \sum_{j=1}^{i-1} x_{j}\right)} \mathrm{d} x_{i} \\
& =\left[\frac{1-F\left(\sum_{j=1}^{i-1} x_{j}+x\right)}{1-F\left(\sum_{j=1}^{i-1} x_{j}\right)}\right]^{d-i+1},
\end{aligned}
$$

and $\mathbb{P}\left[D_{i}>x \mid \bigcap_{j=1}^{i-1}\left(D_{j}=x_{j}\right)\right]=1$, when $x<0$.
Since $F$ is DFR, given $x_{1}, x_{2}, \ldots, x_{i-1}, x_{1}^{\prime}, x_{2}^{\prime}, \ldots, x_{i-1}^{\prime} \in \overline{\mathbb{R}}$ such that $x_{j} \leq x_{j}^{\prime}$ for all $j=1,2, \ldots, i-1$, we have $\sum_{j=1}^{i-1} x_{j} \leq \sum_{j=1}^{i-1} x_{j}^{\prime}$ and thus

$$
\frac{\bar{F}\left(\sum_{j=1}^{i-1} x_{j}+x\right)}{\bar{F}\left(\sum_{j=1}^{i-1} x_{j}\right)} \leq \frac{\bar{F}\left(\sum_{j=1}^{i-1} x_{j}^{\prime}+x\right)}{\bar{F}\left(\sum_{j=1}^{i-1} x_{j}^{\prime}\right)},
$$

and hence

$$
\left(\frac{1-F\left(\sum_{j=1}^{i-1} x_{j}+x\right)}{1-F\left(\sum_{j=1}^{i-1} x_{j}\right)}\right)^{d-i+1} \leq\left(\frac{1-F\left(\sum_{j=1}^{i-1} x_{j}^{\prime}+x\right)}{1-F\left(\sum_{j=1}^{i-1} x_{j}^{\prime}\right)}\right)^{d-i+1}
$$

whence the result follows.

## 5. Conclusions

We have defined two multivariate generalizations of the $\mathrm{TP}_{2}$-concept: Total positivity according to a direction and in pairs. The equivalence of these two multivariate dependence concepts and several key properties have been established. Moreover, specific dependencies among the order statistics of a sample from a distribution function have been identified. Future work will explore additional dependence concepts in multivariate settings.
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