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#### Abstract

In this contribution we consider varying Krall-type polynomials which are orthogonal with respect to a varying discrete Krall-type inner product. Our main goal is to give ladder operators for this family of polynomials as well as to find a second-order differential-difference equation that these polynomials satisfy. We generalize some results appeared recently in the literature.
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## 1 Introduction

In this paper we are interested to know some properties of the sequence of monic polynomials orthogonal with respect to the varying discrete inner product

$$
\begin{equation*}
(f, g)_{n, m}=\int f(x) g(x) d \mu+\sum_{i=1}^{m} M_{n, i} f\left(c_{i}\right) g\left(c_{i}\right), \tag{1}
\end{equation*}
$$

where $\mu$ is a finite positive Borel measure supported on an infinite subset of the real line, $\left\{M_{n, i}\right\}_{i=1}^{m}$ are sequences of nonnegative real numbers, $c_{i} \in \mathbb{R}$ for $i \in\{1,2, \ldots, m\}$ and $c_{i} \neq c_{j}$ if $i \neq j$.

Polynomials orthogonal with respect to a varying inner product have been considered in different frameworks, for instance, in general contexts related to different types of weights (see, among others, $[2,5,16,17,20,29,30,31,36,38])$ or in Sobolev orthogonality (see, for instance, $[1,18,34]$ ).

When we consider a varying inner product, for every $n$, we have a square tableau of monic orthogonal polynomials with respect to (1), i.e., $\left\{Q_{k}^{\left(M_{n, 1}, M_{n, 2}, \ldots, M_{n, m}\right)}\left(x ; c_{1}, c_{2}, \ldots, c_{m}\right)\right\}_{k \geq 0}$, but we
only deal with the diagonal of this tableau, $\left\{Q_{n}^{\left(M_{n, 1}, M_{n, 2}, \ldots, M_{n, m}\right)}\left(x ; c_{1}, c_{2}, \ldots, c_{m}\right)\right\}_{n>0}$. To simplify the notation, we will denote them by $\left\{Q_{n}(x)\right\}_{n \geq 0}$ and name them as varying Krall-type orthogonal polynomials.

In the special cases when $m=1$ and $m=2$ we denote the sequences of monic orthogonal polynomials with respect to (1) as $\left\{Q_{n}\left(x ; c_{1}\right)\right\}_{n \geq 0}$ and $\left\{Q_{n}\left(x ; c_{1}, c_{2}\right)\right\}_{n \geq 0}$, respectively. We will give some examples in these relevant cases.

Also, we define $\left\{P_{n}\right\}_{n \geq 0}$ to be the sequence of monic polynomials orthogonal with respect to the inner product

$$
\begin{equation*}
(f, g)_{\mu}=\int f(x) g(x) d \mu \tag{2}
\end{equation*}
$$

thus, we have

$$
\begin{equation*}
\left(P_{n}, P_{k}\right)_{\mu}=\int P_{n}(x) P_{k}(x) d \mu=h_{n} \delta_{n, k}, \quad n, k \in \mathbb{N} \cup\{0\} \tag{3}
\end{equation*}
$$

where $\delta_{n, k}$ denotes the Kronecker delta and $h_{n}$ is the square of the norm of these polynomials.
Since the inner product (1) is standard, i.e., the property $(x f, g)_{\mu}=(f, x g)_{\mu}$ holds, then it is known that the sequence of monic orthogonal polynomials $\left\{P_{n}\right\}_{n \geq 0}$ satisfies a three-term recurrence relation of the following form:

$$
\begin{equation*}
x P_{n}(x)=P_{n+1}(x)+\alpha_{n} P_{n}(x)+\beta_{n} P_{n-1}(x), \quad n \geq 0, \tag{4}
\end{equation*}
$$

with initial conditions $\beta_{0} P_{-1}(x)=0$ and $P_{0}(x)=1$. In addition, we have $\beta_{n}=h_{n} / h_{n-1}$ for $n \geq 1$. If the measure $\mu$ is symmetric, then it is well known that $\alpha_{n}=0$ (see, for example [14]).

Our objective is to obtain ladder operators and a linear second-order differential equation, which we will call holonomic equation, for the sequence of monic polynomials $\left\{Q_{n}\right\}_{n \geq 0}$ orthogonal with respect to (1).

Ladder operators are important in the theory of orthogonal polynomials. On the one hand, they have a natural connection with the coefficients of the recurrence relation and from the point of view of physics they are related to the harmonic oscillator (see [40]). On the other hand, they are a very useful tool to construct differential equations whose solutions are the corresponding orthogonal polynomials. For these reasons, among others, the literature about ladder operators in different frameworks is very wide, we cite some of them $[7,8,10,11,12,24,25,26,40]$. Moreover, the ladder operators approach has been successfully applied to show the connections between the solutions of the Painlevé equations and recurrence coefficients of certain orthogonal polynomials (see, for instance, [4] or [11] and the references therein).

We assume that the sequence of monic polynomials $\left\{P_{n}\right\}_{n \geq 0}$ orthogonal with respect to (2) satisfies the following relation:

$$
\begin{equation*}
A(x) P_{n}^{\prime}(x)=B_{n}(x) P_{n}(x)+C_{n}(x) P_{n-1}(x), \quad n \geq 1, \tag{5}
\end{equation*}
$$

where $A(x)$ is a polynomial and, $B_{n}(x)$ and $C_{n}(x)$ are certain functions. It is important to remark that the relation (5) is very general, and as we will see later in the examples, all the classic families as Jacobi, Laguerre, Hermite or semi-classical families, for example the generalized Freud orthogonal polynomials (see for instance [15]) or the generalized Jacobi orthogonal polynomials (see for example [19]) or in more general framework (see [8]), satisfy this relation (5).

We define the lowering operator from (5) by

$$
\begin{equation*}
\Psi_{n}:=A(x) \frac{d}{d x}-B_{n}(x), \quad n \geq 1 \tag{6}
\end{equation*}
$$

hence

$$
\begin{equation*}
\Psi_{n}\left[P_{n}(x)\right]=C_{n}(x) P_{n-1}(x), \quad n \geq 1 \tag{7}
\end{equation*}
$$

We can obtain the raising operator. Indeed, using (4) we have:

$$
\begin{equation*}
P_{n-2}(x)=\frac{\left(x-\alpha_{n-1}\right) P_{n-1}(x)-P_{n}(x)}{\beta_{n-1}}, \quad n \geq 2 \tag{8}
\end{equation*}
$$

so, by changing $n \rightarrow n-1$ in (5) and inserting the previous expression (8), we get

$$
\begin{align*}
& A(x) P_{n-1}^{\prime}(x) \\
= & B_{n-1}(x) P_{n-1}(x)+C_{n-1}(x) P_{n-2}(x) \\
= & \left(B_{n-1}(x)+\frac{C_{n-1}(x)\left(x-\alpha_{n-1}\right)}{\beta_{n-1}}\right) P_{n-1}(x)-\frac{C_{n-1}(x)}{\beta_{n-1}} P_{n}(x) \tag{9}
\end{align*}
$$

Similarly to the previous case, from (9) we define the raising operator by

$$
\Phi_{n}:=B_{n-1}(x)+\frac{C_{n-1}(x)\left(x-\alpha_{n-1}\right)}{\beta_{n-1}}-A(x) \frac{d}{d x}, \quad n \geq 2
$$

hence,

$$
\begin{equation*}
\Phi_{n}\left[P_{n-1}(x)\right]=\frac{C_{n-1}(x)}{\beta_{n-1}} P_{n}(x), \quad n \geq 2 \tag{10}
\end{equation*}
$$

Now, we can obtain the holonomic equation for the sequence of monic polynomials $\left\{P_{n}\right\}_{n \geq 0}$ orthogonal with respect to (2). We get

$$
\begin{equation*}
\rho_{n, 1}(x) P_{n}^{\prime \prime}(x)+\rho_{n, 2}(x) P_{n}^{\prime}(x)+\rho_{n, 3} P_{n}(x)=0, \quad n \geq 2 \tag{11}
\end{equation*}
$$

where

$$
\begin{aligned}
\rho_{n, 1}(x)= & \beta_{n-1} A^{2}(x) C_{n}(x), \\
\rho_{n, 2}(x)= & \beta_{n-1} A(x)\left(A^{\prime}(x) C_{n}(x)-A(x) C_{n}^{\prime}(x)-B_{n}(x) C_{n}(x)\right) \\
& -A(x) C_{n}(x)\left(\beta_{n-1} B_{n-1}(x)+C_{n-1}(x)\left(x-\alpha_{n-1}\right)\right), \\
\rho_{n, 3}(x)= & C_{n}(x)\left(C_{n-1}(x) C_{n}(x)+B_{n}(x)\left(\beta_{n-1} B_{n-1}(x)+C_{n-1}(x)\left(x-\alpha_{n-1}\right)\right)\right) \\
& +\beta_{n-1} A(x)\left(B_{n}(x) C_{n}^{\prime}(x)-B_{n}^{\prime}(x) C_{n}(x)\right) .
\end{aligned}
$$

In order to obtain this result, we follow the typical proof (see, for example, [3, 8, 9, 13, 20, 24, 26] and the references therein). From raising operator we have that

$$
\Phi_{n}\left[P_{n-1}(x)\right]=\frac{C_{n-1}(x)}{\beta_{n-1}} P_{n}(x) .
$$

Then, using (7), we get

$$
\begin{aligned}
& \Phi_{n}\left[P_{n-1}(x)\right] \\
= & \Phi_{n}\left[\frac{1}{C_{n}(x)} \Psi_{n}\left[P_{n}(x)\right]\right] \\
= & \left(B_{n-1}(x)+\frac{C_{n-1}(x)\left(x-\alpha_{n-1}\right)}{\beta_{n-1}}-A(x) \frac{d}{d x}\right)\left(\frac{1}{C_{n}(x)} \Psi_{n}\left[P_{n}(x)\right]\right) \\
= & \left(B_{n-1}(x)+\frac{C_{n-1}(x)\left(x-\alpha_{n-1}\right)}{\beta_{n-1}}\right)\left(\frac{1}{C_{n}(x)}\left(A(x) \frac{d}{d x}-B_{n}(x)\right) P_{n}(x)\right) \\
& \quad-A(x)\left(\frac{1}{C_{n}(x)}\left(A(x) \frac{d}{d x}-B_{n}(x)\right) P_{n}(x)\right)^{\prime} \\
= & \left(B_{n-1}(x)+\frac{C_{n-1}(x)\left(x-\alpha_{n-1}\right)}{\beta_{n-1}}\right) \frac{A(x) P_{n}^{\prime}(x)-B_{n}(x) P_{n}(x)}{C_{n}(x)} \\
& -A(x) \frac{\left(A^{\prime}(x) P_{n}^{\prime}(x)+A(x) P_{n}^{\prime \prime}(x)\right) C_{n}(x)-A(x) P_{n}^{\prime}(x) C_{n}^{\prime}(x)}{C_{n}^{2}(x)} \\
& +A(x) \frac{\left(B_{n}^{\prime}(x) P_{n}(x)+B_{n}(x) P_{n}^{\prime}(x)\right) C_{n}(x)-B_{n}(x) P_{n}(x) C_{n}^{\prime}(x)}{C_{n}^{2}(x)} .
\end{aligned}
$$

Now, equating with the expression on the right side of (10) and multiplying everything by $\beta_{n-1} C_{n}^{2}(x)$, we obtain the required second order ordinary differential equation (11).

We will follow a similar technique to obtain the holonomic equation for the polynomials $Q_{n}(x)$ from the corresponding ladder operators. This paper is structured as follows. In Section 2 we obtain some connection formulas that are satisfied by the polynomials $Q_{n}(x)$. In Section 3 we use a standard technique to obtain the algebraic relations between the polynomials $Q_{n}(x)$, their first derivatives and polynomials $P_{n}(x)$. These relations are essential to tackle our main objective in Section 4 which is devoted to the derivation of the ladder operators and a second-order differential equation for the orthogonal polynomials $Q_{n}(x)$. Finally, we give explicit examples.

## 2 Connection formula for $\mathrm{Q}_{\mathrm{n}}(\mathrm{x})$

In this section we obtain a connection formula between the polynomials $\left\{Q_{n}\right\}_{n \geq 0}$, orthogonal with respect to (1), and the sequence of polynomials $\left\{P_{n}\right\}_{n \geq 0}$, orthogonal with respect to (2). We follow a similar technique as in [23, Sect. 2] or [35, Sect. 2].

It is well known that the sequence of polynomials $\left\{P_{n}\right\}_{n \geq 0}$ orthogonal with respect to (2) forms a basis of the linear space $\mathbb{P}_{n}[x]$ of polynomials with real coefficients of degree at most $n$. So, we can write

$$
Q_{n}(x)=\sum_{k=0}^{n} a_{n, k} P_{k}(x) .
$$

The coefficient $a_{n, n}=1$ because $Q_{n}(x)$ and $P_{n}(x)$ are monic polynomials. For $0 \leq k \leq n-1$, we use the orthogonality of $Q_{n}(x)$ and $P_{n}(x)$, and we get

$$
\begin{aligned}
0 & =\left(Q_{n}(x), P_{k}(x)\right)_{n, m} \\
& =\left(\sum_{j=0}^{n} a_{n, j} P_{j}(x), P_{k}(x)\right)_{n, m} \\
& =\sum_{j=0}^{n} a_{n, j}\left(P_{j}(x), P_{k}(x)\right)_{\mu}+\sum_{i=1}^{m} M_{n, i} Q_{n}\left(c_{i}\right) P_{k}\left(c_{i}\right) \\
& =a_{n, k} h_{k}+\sum_{i=1}^{m} M_{n, i} Q_{n}\left(c_{i}\right) P_{k}\left(c_{i}\right) .
\end{aligned}
$$

Thus,

$$
\begin{equation*}
a_{n, k}=-\frac{\sum_{i=1}^{m} M_{n, i} Q_{n}\left(c_{i}\right) P_{k}\left(c_{i}\right)}{h_{k}} \tag{12}
\end{equation*}
$$

Finally, we define the kernel polynomials by

$$
\begin{equation*}
K_{n}(x, y)=\sum_{i=0}^{n} \frac{P_{i}(x) P_{i}(y)}{h_{i}} . \tag{13}
\end{equation*}
$$

It is well established that the kernel polynomials (13) satisfy the Christoffel-Darboux formula (see, for example, [14] or [39])

$$
\begin{equation*}
K_{n}(x, y)=\frac{1}{h_{n}} \frac{P_{n+1}(x) P_{n}(y)-P_{n}(x) P_{n+1}(y)}{x-y}, \tag{14}
\end{equation*}
$$

and its confluent form

$$
K_{n}(x, x)=\frac{1}{h_{n}}\left(P_{n+1}^{\prime}(x) P_{n}(x)-P_{n}^{\prime}(x) P_{n+1}(x)\right) .
$$

Using (12), (13), we get

$$
\begin{align*}
Q_{n}(x) & =P_{n}(x)-\sum_{k=0}^{n-1} \frac{\sum_{i=1}^{m} M_{n, i} Q_{n}\left(c_{i}\right) P_{k}\left(c_{i}\right)}{h_{k}} P_{k}(x) \\
& =P_{n}(x)-\sum_{i=1}^{m} M_{n, i} Q_{n}\left(c_{i}\right) \sum_{k=0}^{n-1} \frac{P_{k}\left(c_{i}\right) P_{k}(x)}{h_{k}} \\
& =P_{n}(x)-\sum_{i=1}^{m} M_{n, i} Q_{n}\left(c_{i}\right) K_{n-1}\left(x, c_{i}\right) . \tag{15}
\end{align*}
$$

In order to obtain the value of $Q_{n}\left(c_{k}\right)$ with $k \in\{1,2, \ldots, m\}$, we substitute $x=c_{k}$ into (15) and we write the following system of $m$ linear equations with $m$ unknowns. For $1 \leq k \leq m$, we have

$$
P_{n}\left(c_{k}\right)=\left(1+M_{n, k} K_{n-1}\left(c_{k}, c_{k}\right)\right) Q_{n}\left(c_{k}\right)+\sum_{\substack{i=1 \\ i \neq k}}^{m} M_{n, i} Q_{n}\left(c_{i}\right) K_{n-1}\left(c_{k}, c_{i}\right) .
$$

We follow the notation of [23] and get

$$
\mathcal{P}_{n, m}=\mathcal{A}_{n, m} \mathcal{X}_{n, m},
$$

where

$$
\mathcal{A}_{n, m}=\left(\begin{array}{cccc}
1+M_{n, 1} K_{n-1}\left(c_{1}, c_{1}\right) & M_{n, 2} K_{n-1}\left(c_{1}, c_{2}\right) & \ldots & M_{n, m} K_{n-1}\left(c_{1}, c_{m}\right) \\
M_{n, 1} K_{n-1}\left(c_{2}, c_{1}\right) & 1+M_{n, 2} K_{n-1}\left(c_{2}, c_{2}\right) & \ldots & M_{n, m} K_{n-1}\left(c_{2}, c_{m}\right) \\
\vdots & \vdots & \ddots & \vdots \\
M_{n, 1} K_{n-1}\left(c_{m}, c_{1}\right) & M_{n, 2} K_{n-1}\left(c_{m}, c_{2}\right) & \ldots & 1+M_{n, m} K_{n-1}\left(c_{m}, c_{m}\right)
\end{array}\right)
$$

$$
\mathcal{P}_{n, m}=\left(\begin{array}{c}
P_{n}\left(c_{1}\right) \\
P_{n}\left(c_{2}\right) \\
\vdots \\
P_{n}\left(c_{m}\right)
\end{array}\right) \quad \text { and } \quad \mathcal{X}_{n, m}=\left(\begin{array}{c}
Q_{n}\left(c_{1}\right) \\
Q_{n}\left(c_{2}\right) \\
\vdots \\
Q_{n}\left(c_{m}\right)
\end{array}\right) .
$$

Using Cramer's rule we can obtain the values of $Q_{n}\left(c_{i}\right)$ for all $i \in\{1,2, \ldots, m\}$.
Corollary 2.1 In the particular cases when $m=1$ and $m=2$, we have

$$
\begin{align*}
Q_{n}\left(x ; c_{1}\right) & =P_{n}(x)-\frac{M_{n, 1} P_{n}\left(c_{1}\right)}{1+M_{n, 1} K_{n-1}\left(c_{1}, c_{1}\right)} K_{n-1}\left(x, c_{1}\right),  \tag{16}\\
Q_{n}\left(x ; c_{1}, c_{2}\right) & =P_{n}(x)-M_{n, 1} Q_{n}\left(c_{1} ; c_{1}, c_{2}\right) K_{n-1}\left(x, c_{1}\right)-M_{n, 2} Q_{n}\left(c_{2} ; c_{1}, c_{2}\right) K_{n-1}\left(x, c_{2}\right),
\end{align*}
$$

where

$$
\begin{align*}
& Q_{n}\left(c_{1} ; c_{1}, c_{2}\right)=\frac{P_{n}\left(c_{1}\right)\left(1+M_{n, 2} K_{n-1}\left(c_{2}, c_{2}\right)\right)-P_{n}\left(c_{2}\right) M_{n, 2} K_{n-1}\left(c_{1}, c_{2}\right)}{\operatorname{det}\left(\mathcal{A}_{n, 2}\right)}  \tag{17}\\
& Q_{n}\left(c_{2} ; c_{1}, c_{2}\right)=\frac{P_{n}\left(c_{2}\right)\left(1+M_{n, 1} K_{n-1}\left(c_{1}, c_{1}\right)\right)-P_{n}\left(c_{1}\right) M_{n, 1} K_{n-1}\left(c_{1}, c_{2}\right)}{\operatorname{det}\left(\mathcal{A}_{n, 2}\right)} \tag{18}
\end{align*}
$$

with

$$
\begin{aligned}
\operatorname{det}\left(\mathcal{A}_{n, 2}\right)= & 1+M_{n, 1} K_{n-1}\left(c_{1}, c_{1}\right)+M_{n, 2} K_{n-1}\left(c_{2}, c_{2}\right) \\
& +M_{n, 1} M_{n, 2}\left(K_{n-1}\left(c_{1}, c_{1}\right) K_{n-1}\left(c_{2}, c_{2}\right)-K_{n-1}^{2}\left(c_{1}, c_{2}\right)\right)
\end{aligned}
$$

## 3 Relations between $\mathbf{Q}_{\mathbf{n}}(\mathbf{x})$ and $\mathbf{P}_{\mathbf{n}}(\mathbf{x})$

In order to obtain the holonomic equation for $Q_{n}(x)$, we need several technical relations between $Q_{n}(x)$ and $P_{n}(x)$. We have introduced a perturbation in the inner product (2) adding masses located at the points $c_{i}$, with $1 \leq i \leq m$. Then, the polynomial $\left(x-c_{1}\right)\left(x-c_{2}\right) \ldots\left(x-c_{m}\right)$ can be used to eliminate this perturbation. The following results show how this polynomial helps us to obtain a useful relation between both families of orthogonal polynomials $P_{n}(x)$ and $Q_{n}(x)$. We follow a similar ideas as in [3], [20] or [23].

Lemma 3.1 For the sequences $\left\{Q_{n}\right\}_{n \geq 0}$ and $\left\{P_{n}\right\}_{n \geq 0}$ we get

$$
\begin{align*}
w_{m}(x) Q_{n}(x) & =f_{1}(x, n) P_{n}(x)+g_{1}(x, n) P_{n-1}(x), & & n \geq 2  \tag{19}\\
A(x)\left(w_{m}(x) Q_{n}(x)\right)^{\prime} & =f_{2}(x, n) P_{n}(x)+g_{2}(x, n) P_{n-1}(x), & & n \geq 2, \tag{20}
\end{align*}
$$

where

$$
\begin{aligned}
& w_{m}(x)=\prod_{i=1}^{m}\left(x-c_{i}\right), \\
& w_{m, k}(x)=\left\{\begin{array}{cc}
1, & \text { if } m=1, \\
\prod_{\substack{i=1 \\
i \neq k}}\left(x-c_{i}\right), & \text { if } m>1,
\end{array}\right. \\
& f_{1}(x, n)=w_{m}(x)-\sum_{i=1}^{m} \frac{M_{n, i} Q_{n}\left(c_{i}\right) P_{n-1}\left(c_{i}\right) w_{m, i}(x)}{h_{n-1}}, \\
& g_{1}(x, n)=\sum_{i=1}^{m} \frac{M_{n, i} Q_{n}\left(c_{i}\right) P_{n}\left(c_{i}\right) w_{m, i}(x)}{h_{n-1}}, \\
& f_{2}(x, n)=f_{1}^{\prime}(x, n) A(x)+f_{1}(x, n) B_{n}(x)-g_{1}(x, n) \frac{C_{n-1}(x)}{\beta_{n-1}}, \\
& g_{2}(x, n)=f_{1}(x, n) C_{n}(x)+g_{1}^{\prime}(x, n) A(x)+g_{1}(x, n)\left(B_{n-1}(x)+\frac{C_{n-1}(x)\left(x-\alpha_{n-1}\right)}{\beta_{n-1}}\right),
\end{aligned}
$$

with $A(x), B_{n}(x)$ and $C_{n}(x)$ defined in (5).
Proof: To prove (19), in (15) we use (14) and multiply by $w_{n}(x)$ :

$$
\begin{aligned}
Q_{n}(x) & =P_{n}(x)-\sum_{i=1}^{m} M_{n, i} Q_{n}\left(c_{i}\right) K_{n-1}\left(x, c_{i}\right) \\
& =P_{n}(x)-\sum_{i=1}^{m} M_{n, i} Q_{n}\left(c_{i}\right) \frac{1}{h_{n-1}} \frac{P_{n}(x) P_{n-1}\left(c_{i}\right)-P_{n}\left(c_{i}\right) P_{n-1}(x)}{x-c_{i}} \\
& =\left(1-\sum_{i=1}^{m} \frac{M_{n, i} Q_{n}\left(c_{i}\right) P_{n-1}\left(c_{i}\right)}{h_{n-1}\left(x-c_{i}\right)}\right) P_{n}(x)+\left(\sum_{i=1}^{m} \frac{M_{n, i} Q_{n}\left(c_{i}\right) P_{n}\left(c_{i}\right)}{h_{n-1}\left(x-c_{i}\right)}\right) P_{n-1}(x) .
\end{aligned}
$$

Multiplying by already mentioned $w_{n}(x)$ we obtain the result. To prove (20), we differentiate (19):

$$
\left(w_{m}(x) Q_{n}(x)\right)^{\prime}=f_{1}^{\prime}(x, n) P_{n}(x)+f_{1}(x, n) P_{n}^{\prime}(x)+g_{1}^{\prime}(x, n) P_{n-1}(x)+g_{1}(x, n) P_{n-1}^{\prime}(x)
$$

Now, we multiply by $A(x)$ in the previous expression and use (5) and (9) to get the result.
Lemma 3.2 For the sequences of monic polynomials $\left\{Q_{n}\right\}_{n \geq 0}$ and $\left\{P_{n}\right\}_{n \geq 0}$ we have

$$
\begin{align*}
w_{m}(x) Q_{n-1}(x) & =f_{3}(x, n) P_{n}(x)+g_{3}(x, n) P_{n-1}(x), & & n \geq 3,  \tag{21}\\
A(x)\left(w_{m}(x) Q_{n-1}(x)\right)^{\prime} & =f_{4}(x, n) P_{n}(x)+g_{4}(x, n) P_{n-1}(x), & & n \geq 3, \tag{22}
\end{align*}
$$

where

$$
\begin{aligned}
& f_{3}(x, n)=\frac{-g_{1}(x, n-1)}{\beta_{n-1}} \\
& g_{3}(x, n)=f_{1}(x, n-1)+g_{1}(x, n-1) \frac{x-\alpha_{n-1}}{\beta_{n-1}}, \\
& f_{4}(x, n)=\frac{-g_{2}(x, n-1)}{\beta_{n-1}} \\
& g_{4}(x, n)=f_{2}(x, n-1)+g_{2}(x, n-1) \frac{x-\alpha_{n-1}}{\beta_{n-1}},
\end{aligned}
$$

with $A(x), B_{n}(x)$ and $C_{n}(x)$ defined in (5), and $f_{1}(x, n), g_{1}(x, n), f_{2}(x, n)$ and $g_{2}(x, n)$ defined in Lemma 3.1.

Proof: To prove (21) and (22) it is only necessary to change $n \rightarrow n-1$ in (19) and (20) and apply (8).

Lemma 3.3 For the sequences of monic polynomials $\left\{Q_{n}\right\}_{n \geq 0}$ and $\left\{P_{n}\right\}_{n \geq 0}$ we have

$$
\begin{align*}
P_{n}(x) & =\frac{w_{m}(x)}{\Delta(x ; n)}\left(g_{3}(x, n) Q_{n}(x)-g_{1}(x, n) Q_{n-1}(x)\right), \quad n \geq 3,  \tag{23}\\
P_{n-1}(x) & =\frac{w_{m}(x)}{\Delta(x ; n)}\left(-f_{3}(x, n) Q_{n}(x)+f_{1}(x, n) Q_{n-1}(x)\right), \quad n \geq 3, \tag{24}
\end{align*}
$$

where $\Delta(x, n)=f_{1}(x, n) g_{3}(x, n)-g_{1}(x, n) f_{3}(x, n)$, and $f_{1}(x, n), g_{1}(x, n), f_{3}(x, n)$ and $g_{3}(x, n)$ are defined in Lemma 3.1 and Lemma 3.2.

Proof: From (19) and (21) we have a system of two linear equations with two unknowns $P_{n}(x)$ and $P_{n-1}(x)$, and the lemma follows by applying Cramer's rule.

## 4 Ladder operators and holonomic equation

In this section we obtain the second-order linear differential equation satisfied by the varying Krall-type orthogonal polynomials. The first step is to obtain the ladder operators for this family of polynomials. Lemmas 3.1-3.3 obtained in the previous section are the key to deduce these ladder operators.

Theorem 4.1 Let $\left\{Q_{n}\right\}_{n=0}^{\infty}$ be the sequence of monic polynomials orthogonal with respect to (1). Then, there exit a lowering differential operator, $\mathcal{L}_{n}$, and a raising differential operator, $\mathcal{R}_{n}$, defined by

$$
\begin{aligned}
\mathcal{L}_{n}:=\Psi_{1}(x, n)+\Phi(x, n) \frac{d}{d x}, & n \geq 3, \\
\mathcal{R}_{n}:=\Psi_{3}(x, n)+\Phi(x, n) \frac{d}{d x}, & n \geq 3,
\end{aligned}
$$

and satisfying

$$
\begin{align*}
\mathcal{L}_{n}\left[Q_{n}(x)\right] & =\Psi_{2}(x, n) Q_{n-1}(x), & n \geq 3,  \tag{25}\\
\mathcal{R}_{n}\left[Q_{n-1}(x)\right] & =\Psi_{4}(x, n) Q_{n}(x), & n \geq 3, \tag{26}
\end{align*}
$$

with

$$
\begin{aligned}
\Phi(x, n) & =A(x) w_{m}(x) \Delta(x, n), \\
\Psi_{1}(x, n) & =A(x) w_{m}^{\prime}(x) \Delta(x, n)+w_{m}(x)\left(f_{3}(x, n) g_{2}(x, n)-f_{2}(x, n) g_{3}(x, n)\right), \\
\Psi_{2}(x, n) & =w_{m}(x)\left(f_{1}(x, n) g_{2}(x, n)-g_{1}(x, n) f_{2}(x, n)\right), \\
\Psi_{3}(x, n) & =A(x) w_{m}^{\prime}(x) \Delta(x, n)+w_{m}(x)\left(f_{4}(x, n) g_{1}(x, n)-f_{1}(x, n) g_{4}(x, n)\right), \\
\Psi_{4}(x, n) & =w_{m}(x)\left(f_{4}(x, n) g_{3}(x, n)-g_{4}(x, n) f_{3}(x, n)\right) .
\end{aligned}
$$

Proof: Replacing (23)-(24) in (20) and (22) we obtain the result.
Theorem 4.2 (Holonomic equation) The varying Krall-type orthogonal polynomial satisfy the following second-order linear differential equation:

$$
\begin{equation*}
\sigma_{n, 1}(x, n) Q_{n}^{\prime \prime}(x)+\sigma_{n, 2}(x, n) Q_{n}^{\prime}(x)+\sigma_{n, 3}(x, n) Q_{n}(x)=0, \quad n \geq 3 \tag{27}
\end{equation*}
$$

with

$$
\begin{aligned}
\sigma_{n, 1}(x, n)= & \Psi_{2}(x, n) \Phi^{2}(x, n) \\
\sigma_{n, 2}(x, n)= & \Psi_{2}(x, n) \Phi(x, n)\left(\Psi_{3}(x, n)+\Psi_{1}(x, n)+\Phi^{\prime}(x, n)\right)-\Phi^{2}(x, n) \Psi_{2}^{\prime}(x, n), \\
\sigma_{n, 3}(x, n)= & \Psi_{2}(x, n)\left(\Psi_{1}(x, n) \Psi_{3}(x, n)+\Psi_{1}^{\prime}(x, n) \Phi(x, n)-\Psi_{2}(x, n) \Psi_{4}(x, n)\right) \\
& -\Psi_{1}(x, n) \Psi_{2}^{\prime}(x, n) \Phi(x, n)
\end{aligned}
$$

Proof: The proof is straightforward once we know the corresponding ladder operators given in Theorem 4.1. We follow similar steps that we used to prove (11).

On the one hand, from (26) we have $\mathcal{R}_{n}\left[Q_{n-1}(x)\right]=\Psi_{4}(x, n) Q_{n}(x)$. On the other hand, from (25), we have

$$
\begin{aligned}
& \mathcal{R}_{n}\left[Q_{n-1}(x)\right] \\
= & \mathcal{R}_{n}\left[\frac{\mathcal{L}_{n}\left[Q_{n}(x)\right]}{\Psi_{2}(x, n)}\right] \\
= & \mathcal{R}_{n}\left[\frac{\Psi_{1}(x, n) Q_{n}(x)+\Phi(x, n) Q_{n}^{\prime}(x)}{\Psi_{2}(x, n)}\right] \\
= & \mathcal{R}_{n}\left[\frac{\Psi_{1}(x, n) Q_{n}(x)}{\Psi_{2}(x, n)}\right]+\mathcal{R}_{n}\left[\frac{\Phi(x, n) Q_{n}^{\prime}(x)}{\Psi_{2}(x, n)}\right] \\
= & \frac{\Psi_{3}(x, n) \Psi_{1}(x, n) Q_{n}(x)}{\Psi_{2}(x, n)} \\
& +\Phi(x, n) \frac{\Psi_{2}(x, n)\left(\Psi_{1}^{\prime}(x, n) Q_{n}(x)+\Psi_{1}(x, n) Q_{n}^{\prime}(x)\right)-\Psi_{2}^{\prime}(x, n) \Psi_{1}(x, n) Q_{n}(x)}{\Psi_{2}^{2}(x, n)} \\
& +\frac{\Psi_{3}(x, n) \Phi(x, n) Q_{n}^{\prime}(x)}{\Psi_{2}(x, n)} \\
& +\Phi(x, n) \frac{\Psi_{2}(x, n)\left(\Phi^{\prime}(x, n) Q_{n}^{\prime}(x)+\Phi(x, n) Q_{n}^{\prime \prime}(x)\right)-\Psi_{2}^{\prime}(x, n) \Phi(x, n) Q_{n}^{\prime}(x)}{\Psi_{2}^{2}(x, n)} .
\end{aligned}
$$

Finally, equating this with $\Psi_{4}(x, n) Q_{n}(x)$ and multiplying by $\Psi_{2}^{2}(x, n)$ we obtain the result.

Remark 4.1 It is important to remark that all functions $\Phi(x, n), \Delta(x, n), f_{i}(x, n), g_{i}(x, n)$ and $\Psi_{i}(x, n)$, with $1 \leq i \leq 4$, that were defined in Lemmas 3.1-3.3 and Theorems 4.1-4.2, are given explicitly and, hence, they can easily be calculated using any computer algebra system. Thus, knowing the functions $A(x), B_{n}(x)$ and $C_{n}(x)$ in the expression (5) we can deduce the lowering and raising operators (see (25) and (26), respectively) as well as the holonomic equation (27).

### 4.1 Example 1

We consider the inner product (1) with $m=1$ and involving the Jacobi measure, i.e., $\mu(x)=$ $(1-x)^{\alpha}(1+x)^{\beta}$ with $\alpha, \beta>-1$. We take $\left\{M_{n, 1}\right\}_{n \geq 0}$ a sequence of nonnegative real numbers and $c_{1}=1$. Then, the inner product (1) is transformed into

$$
\begin{equation*}
(f, g)_{n, 1}=\int_{-1}^{1} f(x) g(x)(1-x)^{\alpha}(1+x)^{\beta} d x+M_{n, 1} f(1) g(1) \tag{28}
\end{equation*}
$$

This inner product was used, for example, in [37] or in more general framework in [33], where the authors obtained asymptotic properties of polynomials $\left\{Q_{n}^{(\alpha, \beta)}(x ; 1)\right\}_{n \geq 0}$ orthogonal with respect to (28).

We denote by $\left\{P_{n}^{(\alpha, \beta)}(x)\right\}_{n \geq 0}$ the sequence of monic Jacobi polynomials orthogonal with respect to the measure $\mu(x)=(1-x)^{\alpha}(1+x)^{\beta}$ and we denote by $\left\{Q_{n}^{(\alpha, \beta)}(x ; 1)\right\}_{n \geq 0}$ the sequence of monic polynomials ortogonal with respect to (28).

The sequence of monic Jacobi orthogonal polynomials satisfies (4) with (see, for example, [14, p. 211] or [9, f. (2.15)] and [9, f. (2.18)])

$$
\begin{align*}
\alpha_{n} & =\frac{\beta^{2}-\alpha^{2}}{(2 n+\alpha+\beta)(2 n+\alpha+\beta+2)}  \tag{29}\\
\beta_{n} & =\frac{4 n(n+\alpha)(n+\beta)(n+\alpha+\beta)}{(2 n+\alpha+\beta)^{2}(2 n+\alpha+\beta+1)(2 n+\alpha+\beta-1)} . \tag{30}
\end{align*}
$$

The norm is deduced using (3) and (4). We have

$$
h_{n}=h_{0} \beta_{1} \beta_{2} \ldots \beta_{n}
$$

and using that

$$
h_{0}=2^{\alpha+\beta+1} \frac{\Gamma(\alpha+1) \Gamma(\beta+1)}{\Gamma(\alpha+\beta+2)},
$$

we get

$$
\begin{equation*}
h_{n}=\frac{2^{2 n+\alpha+\beta+1} \Gamma(n+\alpha+1) \Gamma(n+\beta+1) \Gamma(n+\alpha+\beta+1) \Gamma(n+1)}{\Gamma(2 n+\alpha+\beta+1) \Gamma(2 n+\alpha+\beta+2)} . \tag{31}
\end{equation*}
$$

The value at $x=1$ is given by (see, for example, $[9, \mathrm{f}$. (3.3)])

$$
\begin{equation*}
P_{n}^{(\alpha, \beta)}(1)=2^{n} \frac{\Gamma(n+\alpha+1) \Gamma(n+\alpha+\beta+1)}{\Gamma(\alpha+1) \Gamma(2 n+\alpha+\beta+1)} . \tag{32}
\end{equation*}
$$

Also, using [9, Sect. 3], we can deduce that $P_{n}^{(\alpha, \beta)}(x)$ satisfies (5) with

$$
\begin{align*}
A(x) & =x^{2}-1,  \tag{33}\\
B_{n}(x) & =(x+1) n+2 r_{n},  \tag{34}\\
C_{n}(x) & =-2 \beta_{n} R_{n}, \tag{35}
\end{align*}
$$

where the quantities $r_{n}$ and $R_{n}$ are given by (see [9, f. (2.9)] and [9, f. (2.12])

$$
\begin{align*}
r_{n} & =r_{n}(\alpha, \beta):=\frac{\beta-\alpha-2 n-(\alpha+\beta+2 n+2) \alpha_{n}}{4}  \tag{36}\\
R_{n} & =R_{n}(\alpha, \beta):=\frac{2 n+\alpha+\beta+1}{2} . \tag{37}
\end{align*}
$$

With the expressions (29)-(37) we can obtain the ladder operators and the holonomic equation for the polynomials $Q_{n}^{(\alpha, \beta)}(x ; 1)$. It is only important to remark that the quantity $Q_{n}^{(\alpha, \beta)}(1 ; 1)$ can be obtained from (16).

If we take $c=-1$ in the inner product (28) we can obtain similar results using that (see, for example, [39, f. (4.1.3)]) $P_{n}^{(\alpha, \beta)}(x)=(-1)^{n} P_{n}^{(\beta, \alpha)}(-x)$, so we deduce that

$$
\begin{equation*}
P_{n}^{(\alpha, \beta)}(-1)=(-1)^{n} 2^{n} \frac{\Gamma(n+\beta+1) \Gamma(n+\alpha+\beta+1)}{\Gamma(\beta+1) \Gamma(2 n+\alpha+\beta+1)} . \tag{38}
\end{equation*}
$$

### 4.2 Example 2

We consider the inner product (1) with $m=2$ and involving the Jacobi measure, i.e., $\mu(x)=$ $(1-x)^{\alpha}(1+x)^{\beta}$ with $\alpha, \beta>-1$. We take $\left\{M_{n, 1}\right\}_{n \geq 0}$ and $\left\{M_{n, 2}\right\}_{n \geq 0}$ sequences of nonnegative real numbers and $c_{1}=-1$ and $c_{2}=1$. Then, the inner product (1) is transformed into

$$
\begin{equation*}
(f, g)_{n, 2}=\int_{-1}^{1} f(x) g(x)(1-x)^{\alpha}(1+x)^{\beta} d x+M_{n, 1} f(-1) g(-1)+M_{n, 2} f(1) g(1) \tag{39}
\end{equation*}
$$

This inner product (39) was used, for example in [21], [27] or [28], in the nonvarying case (when $M_{n, 1}$ and $M_{n, 2}$ are constant) where the authors studied another properties. Using (29)-(38) we get the holonomic equation for the orthogonal polynomials with respect to (39). If we denote by $\left\{Q_{n}^{(\alpha, \beta)}(x ; 1,-1)\right\}_{n \geq 0}$ the sequence of monic polynomials orthogonal with respect to (39), it is important to remark that the quantities $Q_{n}^{(\alpha, \beta)}(1 ; 1,-1)$ and $Q_{n}^{(\alpha, \beta)}(-1 ; 1,-1)$ are given by (17) and (18), respectively.

### 4.3 Example 3

Another relevant case happens when we introduce the Laguerre measure, i.e., $\mu(x)=x^{\alpha} e^{-x}$ with $\alpha>-1$. Thus, the inner product (1) is transformed into

$$
\begin{equation*}
(f, g)_{n, m}=\int_{0}^{+\infty} f(x) g(x) x^{\alpha} e^{-x} d x+\sum_{i=1}^{m} M_{n, i} f\left(c_{i}\right) g\left(c_{i}\right) . \tag{40}
\end{equation*}
$$

The particular case with $c=0$ and $m=1$ was introduced in [6] and more generally in [32] where the authors obtained asymptotic properties of orthogonal polynomials with respect to (40) and properties about their zeros. It is important to remark that the holonomic equation for the orthogonal polynomials with respect to (40) was obtained in [22] in the constant case.

In order to obtain the holonomic equation and ladder operators, it is necessary to use the following properties (see, for example [14] or [39, Ch. 5]).

We denote by $\left\{L_{n}^{(\alpha)}(x)\right\}_{n \geq 0}$ the sequence of monic classical Laguerre orthogonal polynomials. Then, $L_{n}^{(\alpha)}(x)$ satisfy (4) with

$$
\begin{align*}
\alpha_{n} & =2 n+\alpha+1,  \tag{41}\\
\beta_{n} & =n(n+\alpha) . \tag{42}
\end{align*}
$$

The value in $x=0$ are given by

$$
\begin{equation*}
L_{n}^{(\alpha)}(0)=\frac{(-1)^{n} \Gamma(n+\alpha+1)}{\Gamma(\alpha+1)} . \tag{43}
\end{equation*}
$$

The norm is

$$
\begin{equation*}
h_{n}=\Gamma(n+1) \Gamma(n+\alpha+1) . \tag{44}
\end{equation*}
$$

The classical Laguerre polynomials $L_{n}^{(\alpha)}$ also satisfy (6) with

$$
\begin{align*}
A(x) & =x  \tag{45}\\
B_{n}(x) & =n  \tag{46}\\
C_{n}(x) & =n(n+\alpha) . \tag{47}
\end{align*}
$$

With the expressions (41)-(47) and applying Lemmas 3.1-3.3 and Theorems 4.1-4.2 we can deduce explicitly the ladders operators and the holonomic equation for the orthogonal polynomials with respect to the inner product (40).
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