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#### Abstract

For predicting the presence of different bird species in Andalusia from land-use data, we compare the performances of Bayesian-network classifiers and logistic-regression models. In our study, both well balanced and less balanced data sets are used, and models are learned from both the original continuous data and from the data after discretization. For the latter purpose, four different discretization methods, called Equal Frequency, Equal Width, Chi-Merge and MDLP, are compared. The experimental results from our species data sets suggest that the simple Naive Bayesian classifiers are preferable to logistic-regression models and that the relatively unknown Chi-Merge method is the preferred method for discretizing these environmental data.


## 1. Introduction

Bayesian networks (BNs for short) are powerful probabilistic models that have demonstrated their usefulness in a wide range of application fields among which is the environmental-science field (Baur and Bozdag, 2015; Jensen and Nielsen, 2007). In environmental science, Bayesian networks are used for knowledge discovery, where the focus is on establishing the relationships among the variables at hand and their evolution under various scenarios (Dyer et al., 2014). Bayesian networks are further used for classification purposes (Maldonado et al., 2015; Park and Stenstrom, 2008), where the aim is to accurately predict the value of a specific target variable, called the class variable.

Initially, Bayesian networks were designed to handle data pertaining to discrete variables only. Real-world data are often of a continuous or hybrid nature however, and new algorithms for learning and inference in Bayesian networks with both continuous and discrete variables are emerging (Langseth et al., 2012; Moral et al., 2001). Despite the increasing availability of such algorithms, most Bayesian-network packages to date require variables to be discrete. Upon practical application, therefore, any continuous variables need to be discretized.

[^0]Discretization is widely applied in knowledge-discovery and machine-learning applications, with the aim of (i) reducing and simplifying the available data, (ii) rendering model learning more efficient, and (iii) obtaining more compact and readily interpretable results (Liu et al., 2002). Over the years, several different discretization methods have been proposed, only a few of which are widely used while others are largely unnoticed (García et al., 2013; Yang et al., 2010; Liu et al., 2002). Since data discretization generally results in information loss (Li, 2007; Uusitalo, 2007), the discretization method employed will affect the predictive quality of any model learned from the data. Where several papers address the question of which discretization method is most suited for data mining in general (García et al., 2013; Liu et al., 2002) or for Bayesian-network learning in particular (Lima et al., 2014; Zhou et al., 2014), the best choice of method tends to depend on the nature and characteristics of the data at hand.

In environmental science, Bayesian networks are typically used in a decision-making process in which expert knowledge plays an important role (Voinov and Bousquet, 2010). In this context, the use of discrete data provides more easily interpretable results and facilitates the communication between modelers and environmental experts (García et al., 2013; Liu et al., 2002). According to a recent review (Aguilera et al., 2011), in fact, more than $80 \%$ of the papers addressing Bayesian networks in environmental science involve discretized data, where the discretization is done using the so-called Equal Frequency method or is based on expert knowledge. While more tailored discretization methods have been designed for specific types of model, such as hydrological models


Fig. 1. Andalusia, located in the South of Spain (left), its relief and the UTM $10 \times 10 \mathrm{~km}$ grid used for the data collection (right); the smaller cells in the western area result from the grid having been corrected to fit two geographical HUSOS.
(Pradhanang and Briggs, 2014), models of air quality (Davison and Ramesh, 1996), and models of spatial distributions of the data (Liu et al., 2015), discretization methods specifically designed for environmental modeling through Bayesian networks do not abound. To bring the discretization methods in use with Bayesian networks in general to the attention of environmental modelers, further efforts as well as more tailored insights are called for (Nash et al., 2013).

During the last decades, species distribution modeling has evolved in the field of environmental science, following the development of Geographic Information Systems (GIS) and spatial statistics techniques (Segurado and Araújo, 2004). In general, the objective of species distribution modeling is to link species data with environmental variables and to obtain maps showing the spatial distribution of the species under study (Elith et al., 2006). Some of the most commonly used models for this purpose are classification trees (Fukuda et al., 2013), regression models (Li and Wang, 2013), neural networks (Dedecker et al., 2004), and more tailored models like BIOCLIM (Busby, 1986) and FLORAMAP (Jones and Gladkov, 1999). In contrast, Bayesian networks are scarcely being applied in species distribution modeling, although some examples are found, addressing classification with discretized data (Newton et al., 2007) and using a model structure based on expert knowledge (Pollino et al., 2007).

In this paper we compare various classification models for predicting the presence of different bird species in Andalusia from land-use data. More specifically, we study the performance of two types of Bayesian-network classifier: the Naive Bayesian (NB) classifier and the Tree Augmented Naive Bayesian (TAN) classifier. These classifiers are learned from both the original continuous data and from discretized data. For discretization, four methods are compared: Equal Frequency (EF), Equal Width (EW), Chi-Merge (ChiM) and a method based on the Minimum Description Length Principle (MDLP); these methods are the most commonly used discretization methods (García et al., 2013; Liu et al., 2002). We further compare the performances of these classifiers when learned from well balanced data sets and from less balanced data.

The performance of a classification model depends to a large extent on the decision rule that is used to decide upon the class to which a case is assigned. In practice often maximum-probability classification is used, in which a case is assigned to the most likely class (Ropero et al., 2015; Aguilera et al., 2013). In essence, however, any probability can be chosen for a decision threshold: a species then is classified as present if the predicted probability of
it being present exceeds this threshold, and as absent otherwise. For less balanced data sets, in which the prior distribution over the class variable is quite skewed, maximum-probability classification may lead to undesirable classification behaviour (van der Gaag et al., 2009a,b). In this paper we therefore study the performance of the various classifiers with maximum-probability classification and with threshold-probability classification using a decision threshold based on the prior species distribution (van der Gaag et al., 2009a,b).

Since in species distribution modeling the use of logisticregression models is quite common, from the various data sets also logistic-regression models are constructed and compared with the learned Bayesian-network classifiers in terms of their performance.

## 2. Materials and methods

In this section we review the data sets used in our study and introduce the various methods for discretizing these data and for learning and validating classification models.

### 2.1. Study area and data collection

Andalusia, located in the South of Spain (Fig. 1), constitutes the nation's second largest autonomous region, with a surface area of $87,600 \mathrm{~km}^{2}$ representing $17.3 \%$ of the national territory. ${ }^{1}$ Lying on the frontier between Europe and Africa, Andalusia inherits landscape and biodiversity specifics from both continents. Its terrain covers a wide range of altitudes, from the Baetic Depression to the mountainous ranges of the Sierra Morena and the Baetic System, with the highest peaks lying over 3000 meters above see level (m.a.s.l.) The landscape is quite heterogeneous, with huge differences from the densely populated and irrigated cropland areas of the river basin and coastlands, to the sparsely populated forested areas of the uplands. Its climate is similarly heterogeneous, with stark differences between inland and coastal areas. The climate in the south-eastern coastal part is semiarid, with less than 200 mm of annual rainfall in several areas, while the middle and northern parts have a continental climate, with more than 4000 mm of rainfall per year. These natural conditions make Andalusia a heterogeneous region both in terms of territorial structure and in climatic and ecological conditions. Provoking ecological niches with large biodi-

[^1]

Fig. 2. Enlarged part of the $10 \times 10 \mathrm{~km}$ grid showing different types of land use (a), and the distribution of Olive cropland coverage over all grid cells.
versity rates, Andalusia is considered a global biodiversity hotspot (Myers et al., 2000).

The Spanish Inventory of Terrestrial Species ${ }^{2}$ by the Spanish National Government was used to select information about the prevalence of three bird species - Turdus viscivorus, Cecropis daurica and Accipiter nisus - for the UTM (Universal Transverse Mercator) $10 \times 10 \mathrm{~km}$ grid of Andalusia (Fig. 1); the three species were selected for their different prevalence rates. Information about land use for the same grid was collected from the Andalusian Environmental Information Network ${ }^{3}$ from the Andalusian Regional Government. ArcGIS 9.3 was used for selecting the data and merging them into the grid. As a consequence of the high heterogeneity of the region, a single cell of the grid of Andalusia can show several small patches of different types of land use, as illustrated in Fig. 2(a). A more detailed example, showing the distribution of Olive cropland coverage over the grid cells, is provided in Fig. 2(b). The figure shows that, for this land-use variable, the majority of recorded percentages are within the range of $0-10 \%$ of the surface, while the remaining data values are scattered over the 10-100\% interval. Similarly skewed distributions are found for all variables involved.

The data used for our study is composed of three data sets, one for each bird species of interest. Each data set includes a single discrete class variable that represents whether the bird species at hand is present or absent in a specific grid cell. The remaining variables, listed in Table 1, are continuous feature variables which represent the percentage (between $0 \%$ and $100 \%$ ) of a grid cell's surface with a particular type of land use. The actual features were extracted from regional reports about the biology of each species, by selecting those pertaining to the species' habitat. Each data set contains 989 records, one per grid cell, and does not have any missing values, that is, for each grid cell, both the actual features and the associated class are recorded.

### 2.2. Classification models

Two types of Bayesian-network classifier are studied, each with discretized variables and with the original continuous variables respectively, and their performances are compared with those of a logistic-regression model.

[^2]
### 2.2.1. Bayesian-network classifiers

A Bayesian network is a concise model of a joint probability distribution over a set of random variables (Jensen and Nielsen, 2007). It combines a directed acyclic graph, which describes the (in)dependencies between the variables, with local probability distributions per variable. From a Bayesian network, any probability of interest over its variables can be computed.

When used for classification purposes, a Bayesian network includes a designated class variable $C$. Of interest then is the posterior probability distribution $\operatorname{Pr}(C \mid \mathbf{f})$ over $C$ given case observations $\mathbf{f}$ for the feature variables involved. To decide upon the class to which the observations $\mathbf{f}$ are to be assigned, two approaches are in use:

- maximum-probability classification (also known as "the winner takes all"), in which the case observations $\mathbf{f}$ are assigned to the most probable class given $\mathbf{f}$;
- probability-threshold classification, in which the observations $\mathbf{f}$ are assigned to the class $c$ if $t_{1}>\operatorname{Pr}(c \mid \mathbf{f}) \geq t_{2}$ for some suitable choice of decision thresholds $t_{1}$ and $t_{2}$.

For a binary class variable with the classes $c_{1}$ and $c_{2}$, probabilitythreshold classification with a decision threshold $t$ assigns case observations $\mathbf{f}$ to $c_{1}$ if
$\operatorname{Pr}\left(c_{1} \mid \mathbf{f}\right) \geq t$
and to $c_{2}$ otherwise; taking $t=0.5$ would then result in the same class assignment as maximum-probability classification. The overall performance of a probabilistic classifier is optimized by choosing a decision threshold based on the prior distribution over the class variable (Lachiche and Flach, 2003).

For classification purposes, tailored Bayesian networks with highly constrained graphical structures are in use, among which are the Naive Bayesian (NB) classifier and the Tree Augmented Naive Bayesian (TAN) classifier (Friedman et al., 1997). The Naive Bayesian classifier is the most constrained of all Bayesian-network classifiers: its graph consists of a designated node for the class variable and nodes modeling the feature variables with just this class variable for their parent. This type of classifier derives its name from the fact that its graphical structure captures the naive assumption that all feature variables are mutually independent given the class variable. Although this assumption does not generally hold in practice, NB classifiers tend to show quite competitive performance. TAN classifiers allow for explicitly representing dependencies among the feature variables by a tree structure, and in essence may thereby outperform NB classifiers.

Table 1
Feature variables and prevalence $(p)$ per species.

|  | Turdus viscivorus | Cecropis daurica |
| :--- | :--- | :--- | :--- |
| $p=0.47$ | $p=0.84$ |  |

Learning a Naive Bayesian classifier from a data set amounts to estimating probabilities from the available data so as to quantify the relationships between the class variable and each of the feature variables. Learning a TAN classifier in addition involves learning the graphical structure from the data. For this purpose, first a directed tree over the feature variables is learned by building upon the conditional mutual information between pairs of feature variables given the class variable (Chow and Liu, 1968); subsequently, the class variable is added and all modeled relationships are quantified.

### 2.2.2. Hybrid Bayesian networks

Bayesian networks were initially defined for discrete variables only. Even to date, Bayesian-network software packages tend to assume all variables to be discrete. As a consequence, upon developing a real-world application, all continuous domain variables have to be discretized by dividing their value ranges into a sequence of adjacent intervals. A probability distribution over the discretized variable then assigns to each such interval a single probability which can be viewed as approximating the continuous distribution over the interval by a constant function. In general, the use of more intervals upon discretization tends to result in a better approximation, albeit at the expense of a more complex model.

More recently, approaches have been developed that allow Bayesian networks to include both continuous and discrete variables (Langseth et al., 2012; Shenoy and West, 2011; Lauritzen and Jensen, 2001; Moral et al., 2001). In this paper we study Bayesiannetwork classifiers that employ Mixtures of Truncated Exponentials (MTEs) for their local probability distributions. Like discretization methods, MTE approaches divide the value range of a continuous variable into intervals. The continuous distribution per interval is then approximated by an exponential function rather than by a constant function (Rumí, 2003). Similar to discretization, the use of more intervals tends to result in a better approximation, but will also yield a more complex model. By including more terms in the MTE per interval, the approximation also tends to improve, yet again at the cost of a more complex model (Rumí and Salmerón, 2007; Morales et al., 2006; Rumí et al., 2006).

### 2.2.3. Logistic regression

Logistic regression is a type of regression in which a binary response variable (the binary class variable, in terms of our classification context) is related to multiple explanatory variables (the
feature variables) which may be discrete or continuous (Scott, 2010). Upon classification of case observations $\mathbf{f}$ for the explanatory variables, the response with highest posterior odds given $\mathbf{f}$ is determined and assigned to the case. Logistic-regression classification thereby in essence is similar to taking a maximum-probability approach to classification. In fact, logistic-regression classification is known to be equivalent to Naive-Bayesian classification under mild conditions (Roos et al., 2005).

### 2.3. Data discretization

In our study, four discretization methods are compared: Equal Frequency, Equal Width, Chi-Merge and Minimum Description Length Principle (MDLP) discretization. These four methods are the most commonly studied discretization methods in the literature (García et al., 2013; Liu et al., 2002). In environmental modeling with Bayesian networks, the Equal Frequency and Equal Width methods prevail (Aguilera et al., 2011). The Chi-Merge method has, to the best of our knowledge, never been used in such applications, while use of the Minimum Description Length Principle has been reported in just a single environmental-modeling study (Fernandes et al., 2013).

### 2.3.1. Discretization methods

Application of a discretization method to a data set starts by sorting the available data points in increasing order of their value for the continuous variable to be discretized. The data points are then distributed over $k>1$ bins, each of which is associated with an interval from the variable's overall value range. Discretization methods differ in whether or not the number of intervals $k$ is chosen beforehand and in how the boundaries, or cut points, for the intervals are determined.

Equal Frequency (EF) and Equal Width (EW) discretisation The Equal Frequency and Equal Width methods are probably the simplest discretization methods in use (Liu et al., 2002). With the Equal Frequency method, each constructed interval includes essentially the same number of data points. With the Equal Width method, all constructed intervals have equal length; these intervals may thus have varying numbers of data points. With both Equal Frequency and Equal Width, the parameter $k$ dictating the number of intervals used for the discretization, is chosen beforehand. Upon discretizing the continuous variables underlying a data set, in essence different $k$ 's
may be chosen per variable. In most applications, however, a single $k$ is used for all variables concerned. In environmental sciences, the number of intervals is often chosen based upon expert knowledge (Chen and Pollino, 2012); without such knowledge, an appropriate number may be found by experimentation. Alternatively, the number of intervals $k$ may be decided upon by the Proportional $k$-interval Discretization (PKID) guideline (Yang and Webb, 2009), which takes $k=\sqrt{N}$ where $N$ is the number of data points available.

The Equal Frequency and Equal Width methods are the most commonly used methods for discretizing continuous variables in environmental modeling with Bayesian networks (Aguilera et al., 2011). Chen and Pollino (2012) argue however, that the Equal Width method is less suited for data sets that have a markedly uneven distribution or include prominent outliers, and that the Equal Frequency method is less appropriate for data sets in which specific values are overrepresented.

Chi-Merge (ChiM) discretization Chi-Merge is a supervised discretization method which takes the classes associated with the available data points into account (Kerber, 1992). The method starts by constructing a sequence of intervals such that each interval includes a single data point. The $\chi^{2}$-statistic is then used to decide whether two adjacent intervals be merged. For this purpose, for each pair of adjacent intervals, the $\chi^{2}$-value is calculated from:
$\chi^{2}=\sum_{i=1}^{2} \sum_{j=1}^{m} \frac{\left(A_{i j}-E_{i j}\right)^{2}}{E_{i j}}$
where $m$ is the number of distinct classes, $A_{i j}$ is the number of data points in interval $i$ that are of class $j$, and $E_{i j}$ is the expected number of data points of class $j$ in interval $i$ under the assumption that the class frequencies per interval are the same; this expected number $E_{i j}$ is established from:
$E_{i j}=\frac{\left(\sum_{j} \mathrm{~A}_{i j}\right) \cdot\left(\sum_{i} \mathrm{~A}_{i j}\right)}{\sum_{i} \sum_{j} \mathrm{~A}_{i j}}$
In each iteration of the Chi-Merge method, the pair of adjacent intervals with the smallest $\chi^{2}$-value are merged, provided that this value falls below the confidence threshold $\chi_{d f, \alpha}^{2}$ read from the $\chi^{2}$-distribution table, where $d f$ is the number of degrees of freedom $m-1$ and $\alpha$ is a user-specified significance level (preferably between 0.9 and 0.99 ). The iterative procedure halts when all $\chi^{2}$ values are above the confidence threshold.

Since the Chi-Merge method serves to discretize each continuous variable in a data set independently, the number of intervals constructed per variable may differ. In order to avoid large numbers of intervals in practice, a maximum number of intervals can be pre-set upon application of the Chi-Merge method. The iterative procedure described above is then halted as this number of intervals is reached.

Minimum description length principle (MDLP) discretization Similar to Chi-Merge, the MDLP method, first introduced by Fayyad and Irani (1993, 1996), is a supervised discretization method which takes the classes associated with the data points into account. Starting with a single interval composed of all data points sorted in increasing order of their value for the variable to be discretized, $M D L P$ constructs, by an iterative procedure, a sequence of intervals over the variable's overall value range. Within an interval $S$, potential cut points $t_{i}$ are defined between each pair of data values; such a cut point would in essence partition the interval $S$ into the two adjacent intervals $S_{1}^{i}$ and $S_{2}^{i}$. For each potential cut point $t_{i}$ in $S$, the Class Information Entropy (CIE) of the partition induced by $t_{i}$ is then computed, from:
$\operatorname{CIE}\left(S, t_{i}\right)=\frac{N\left(S_{1}^{i}\right)}{N(S)} \cdot E\left(S_{1}^{i}\right)+\frac{N\left(S_{2}^{i}\right)}{N(S)} \cdot E\left(S_{2}^{i}\right)$
where $S_{1}^{i}, S_{2}^{i}$ are the two (sub)intervals that would be induced by the cut point $t_{i}, N(\cdot)$ denotes the number of data points in the indicated interval, and $E(\cdot)$ is the entropy of the class distribution estimated from the data points in the indicated interval. This entropy $E\left(S^{\prime}\right)$ for an interval $S^{\prime}$ is calculated as:
$E\left(S^{\prime}\right)=-\sum_{c_{j}} P_{S^{\prime}}\left(c_{j}\right) \cdot \log _{2} P_{S^{\prime}}\left(c_{j}\right)$
where $c_{j}$ is a class and $P_{S^{\prime}}\left(c_{j}\right)$ is the estimated probability of occurrence of $c_{j}$ in the interval $S^{\prime}$. The potential cut point $t_{i}$ with the smallest Class Information Entropy now is accepted as an actual cut point, provided that doing so yields an information gain $E(S)-C I E(S$, $t_{i}$ ) satisfying the following criterion:
$E(S)-\operatorname{CIE}\left(S, t_{i}\right)>\frac{1}{N(S)} \cdot\left(\log _{2}(N(S)-1)+\Delta\left(S, t_{i}\right)\right)$
where $\Delta\left(S, t_{i}\right)$ equals
$\Delta\left(S, t_{i}\right)=\log _{2}\left(3^{m}-2\right)-\left[m \cdot E(S)-m_{1} \cdot E\left(S_{1}^{i}\right)-m_{2} \cdot E\left(S_{2}^{i}\right)\right]$
with $m, m_{j}, j=1,2$, being the number of distinct classes in the intervals $S, S_{j}^{i}$, respectively. This procedure is repeated iteratively, with the two intervals $S_{1}^{i}$ and $S_{2}^{i}$ substituted for the interval $S$ for each accepted cut point $t_{i}$, as long as there is at least one potential cut point that satisfies the information-gain criterion above. After the procedure has halted, the accepted cut points serve to define the intervals from the overall value range of the variable being discretized.

MDLP discretization is one of the more commonly used discretization methods in general (García et al., 2013). Experiments by Liu et al. (2002) suggest that MDLP in fact is one of the best performing discretization methods in practice. Despite its reported good performance, however, $M D L P$ has hardly been used in environmental modeling with Bayesian networks (Fernandes et al., 2013).

### 2.3.2. The discretized data sets for the study

The continuous variables of the species data sets described in Section 2.1, were discretized by the four methods reviewed above, as available from the Discretization Package ${ }^{4}$ of the R statistical computing software. With each of the Equal Frequency and Equal Width methods, four different discretizations were constructed for the variables under study, with 3,5, 10 and 32 intervals, respectively, where the PKID criterium gave rise to the number of intervals $k=\sqrt{N}=\sqrt{989}=32$. For application of the Chi-Merge method, a significance level of 0.99 was used as suggested in the literature; no limit was set on the number of intervals.

Discretization resulted in 10 data sets per species: four data sets resulted from using the Equal Frequency method with 3, 5, 10 and 32 intervals, respectively, and four resulted from using the Equal Width method with the same numbers of intervals; one data set resulted from application of the Chi-Merge method, and one set of discretized data was constructed using MDLP. As per species moreover, the original continuous data were used in the investigations, our study involved a total of 33 data sets.

### 2.4. Model learning and validation

From each of the 30 discretized data sets, discrete Naive Bayesian and TAN classifiers were learned. From the three continuous data sets, we constructed NB and TAN classifiers with Mixtures of Truncated Exponentials for the local probability distributions; the number of exponentials was set to three based on preliminary experimentation. All classifiers were learned using the

[^3]Table 2
Minimum, maximum and mean number of intervals constructed by the Chi-Merge and MDLP discretization methods, per species data set.

|  |  | Cecropis daurica | Turdus viscivorus | Accipiter nisus |
| :--- | :--- | :--- | :--- | :--- |
| Chi-Merge | Mean | 52.9 | 12 | 18.7 |
|  | Minimum | 14 | 6 | 9 |
|  | Maximum | 91 | 25 | 29 |
|  | Mean | 1.5 | 2.4 | 1.8 |
|  | Minimum | 1 | 1 | 1 |
|  | Maximum | 2 | 4 | 3 |

Elvira software ${ }^{5}$ (Elvira-Consortium, 2002). In addition, 33 logisticregression models were constructed using the R statistical software package.

To arrive at reliable estimates of the predictive performance per model, a ten-fold cross validation procedure was used. To this end, each data set $D$ was partitioned into ten equally-sized disjoint subsets, or folds, $D_{i}, i=1, \ldots, 10$. Then, for each fold, the following procedure was run:

- set the current fold $D_{i}$ aside for testing;
- learn the appropriate type of classification model from the set $D^{-i}=\bigcup_{j=1, \ldots, 10, j \neq i} D_{j}$ composed of the data from the other nine folds;
- estimate the performance of the thus learned model by classifying the data points from $D_{i}$.

The predictive performance of the classifier learned from the entire data set $D$ now is estimated as the performance result averaged over the ten runs.

As measures of performance for the learned classification models, the well-known sensitivity and specificity characteristics are used. Estimates for these characteristics are calculated from:
sensitivity $=\frac{T P}{T P+F N}$
specificity $=\frac{T N}{F P+T N}$
where TP is the number of true positives, that is, the number of data points in the test set in which the species is known to be present and which are assigned to the present class by the learned classifier, and $T N$ is the number of true negatives, that is, the number of data points in the test set in which the species is absent and which are assigned to the absent class by the classifier; FP is the number of false positives, that is, the number of data points in the test set which are classified
${ }^{5}$ Elvira is a public-domain Java-based software package: http://leo.ugr.es/elvira.
as present, yet are known to be absent, and $F N$ is the number of false negatives, that is, the number of data points which are classified as absent and are known to be present. The thus obtained sensitivity and specificity estimates are combined into an averaged performance estimate through

Averaged performance $=\frac{1}{2}($ sensitivity + specificity $)$

Since the sensitivity and specificity estimates found for a classifier are dependent of the decision threshold used upon classification, all Bayesian-network classifiers were validated using maximumprobability classification to allow a fair comparison with their matching logistic-regression models. The Bayesian-network classifiers were also validated using probability-threshold classification with the prevalences of the various bird species as the decision thresholds. All in all, with each of the 33 data sets, five classification models were learned and validated: an NB, a TAN and a logistic-regression model were constructed and evaluated using maximum-probability classification, and an NB and a TAN were learned and validated using probability-threshold classification.

## 3. Results

The experimental results from using the different discretization methods on the various data sets are summarized by the granularity of the resulting discretizations and by the performance of the learned classification models.

### 3.1. Granularity of discretization

For use of the Equal Frequency and Equal Width discretization methods, the numbers of intervals to be constructed for a continuous variable were chosen beforehand, as $3,5,10$ and 32 , respectively; for each variable, the same number of intervals was used. With the Chi-Merge and MDLP methods, the numbers of intervals to be constructed were not pre-set but rather established by the methods themselves, for each variable separately. Table 2 reports, for each species data set, the numbers of intervals constructed by the Chi-Merge and MDLP methods, respectively; the means reported in the table were calculated by averaging over the discretizations of all variables in the data set at hand. The table shows that, for our data sets, the MDLP method resulted in quite coarse discretizations, with just a limited number of intervals per variable. The Chi-Merge method, on the other hand, resulted in more fine-grained discretizations, with over 50 intervals for some of the variables involved.

Table 3
Averaged performance estimates of the classification models with maximum-probability classification, per species data set.

|  | Turdus viscivorus |  |  | Cecropis daurica |  |  | Accipiter nisus |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | NB | TAN | LR | NB | TAN | LR | NB | TAN | LR |
| Continuous | 0.68 | 0.69 | 0.72 | 0.53 | 0.54 | 0.57 | 0.60 | 0.54 | 0.59 |
| EF3 | 0.75 | 0.75 | 0.71 | 0.64 | 0.67 | 0.60 | 0.68 | 0.69 | 0.68 |
| EF5 | 0.75 | 0.74 | 0.73 | 0.66 | 0.64 | 0.63 | 0.71 | 0.67 | 0.63 |
| EF10 | 0.75 | 0.75 | 0.69 | 0.66 | 0.63 | 0.62 | 0.70 | 0.63 | 0.65 |
| EF_PKID | 0.75 | 0.68 | 0.69 | 0.64 | 0.59 | 0.62 | 0.68 | 0.59 | 0.66 |
| EW3 | 0.70 | 0.71 | 0.65 | 0.57 | 0.56 | 0.57 | 0.58 | 0.59 | 0.57 |
| EW5 | 0.70 | 0.73 | 0.65 | 0.56 | 0.57 | 0.53 | 0.61 | 0.62 | 0.58 |
| EW10 | 0.70 | 0.70 | 0.71 | 0.58 | 0.52 | 0.57 | 0.65 | 0.61 | 0.61 |
| EW_PKID | 0.74 | 0.74 | 0.72 | 0.59 | 0.54 | 0.55 | 0.66 | 0.55 | 0.62 |
| ChiM | 0.82 | 0.82 | 0.72 | 0.93 | 0.61 | 0.63 | 0.84 | 0.76 | 0.59 |
| MDLP | 0.75 | 0.78 | 0.75 | 0.68 | 0.60 | 0.63 | 0.71 | 0.70 | 0.66 |



Fig. 3. Sensitivity and specificity estimates for the NB, TAN and logistic-regression (LR) models with maximum-probability classification, per species data set.

### 3.2. Maximum-probability classification

From each of the species data sets, Bayesian-network classifiers and logistic-regression models were learned as described in Section 2.4. The performances of the learned models using maximumprobability classification are visualized in Fig. 3, which shows the sensitivity and specificity estimates found; Table 3 summarizes these estimates in the models' averaged performances.

For the data set pertaining to Turdus viscivorus, all logisticregression models showed quite similar performance, regardless of whether continuous or discretized data were used and, in the latter case, regardless of the discretization method employed (Fig. 3(c)). The Bayesian-network classifiers (Fig. 3(a) and (b)) showed more divergence in their performance characteristics. From among the discretization methods used, the Chi-Merge method resulted in the best balance of the specificity and sensitivity characteristics estimated for the classifiers, with an averaged performance of 0.82 . Fig. 3(a) and (b) further show that the continuous Bayesian-
network classifiers had a worse sensitivity than the classifiers learned from discretized data.

While the data set pertaining to Turdus viscivorus is well balanced with respect to the two classes, the other two data sets are less balanced, with a prevalence of $84 \%$ for the Cecropis daurica and a prevalence of $27 \%$ for the Accipiter nisus, respectively. For these less balanced data sets, all constructed models were found to excel at predicting the most probable class. More specifically, for the Cecropis daurica all classifiers attained a high sensitivity (Fig. 3(d)-(f)), while for the Accipiter nisus the classifiers attained a high specificity (Fig. 3(g)-(i)).

For the data set pertaining to Cecropis daurica, all Bayesiannetwork classifiers showed quite similar performance, yet with a notable single exception. The Naive Bayesian classifier learned from the data after discretization with the Chi-Merge method, showed very good performance in terms of both sensitivity and specificity; this classifier in fact resulted in an averaged performance of 0.93 (Table 3). Also for the Accipiter nisus data set discretized with the

Table 4
Averaged performance estimates of the classifiers using probability-threshold classification, per species data set.

|  | Turdus viscivorus |  |  | Cecropis daurica |  |  | Accipiter nisus |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: |
|  | NB | TAN |  | NB | TAN |  | NB |  |
|  | Continuous | 0.68 | 0.69 |  | 0.61 | 0.61 |  |  |

Chi-Merge method, did the NB classifier show the best balance of the sensitivity and specificity estimates attained, with an averaged performance of 0.84 . While the TAN classifier never reached a sensitivity higher than 0.6 for the Accipiter nisus data set, the NB classifier gave sensitivity estimates higher than 0.7 after discretizing the data with the Equal Frequency method with 3, 5 and 10 intervals, with MDLP and with the Chi-Merge method.

The performance characteristics of the logistic-regression models learned from the Cecropis daurica and Accipiter nisus data sets (Fig. 3(f) and (i)) again were hardly affected by the discretization method used. For these two data sets, the averaged performance estimates found with the logistic-regression models were in the $0.53-0.68$ range (Table 3 ). While for all models very good performance at predicting the most probable class was seen, the best specificity achieved by these models for Cecropis daurica was smaller than 0.3; similarly, the best sensitivity achieved for Accipiter nisus by the logistic-regression models was below 0.45 .

### 3.3. Probability-threshold classification

The performances of the Bayesian-network classifiers learned from each of the species data sets were once more investigated, this time using probability-threshold classification. The detailed results are visualized in Fig. 4, in terms of the sensitivity and specificity estimates found; Table 4 summarizes these estimates in the models' averaged performances.

For the data set pertaining to Turdus viscivorus, the learned Bayesian-network classifiers were found to exhibit similar performance with probability-threshold classification as with maximum-probability classification (Fig. 4(a) and (b)). Since the Turdus viscivorus data set includes a binary class variable, maximum-probability classification was equivalent to probabilitythreshold classification with a decision threshold equal to 0.5 . Based on the prevalence for Turdus viscivorus, probability-threshold classification was performed with a threshold of 0.47 . Given the small difference in decision threshold used, similar performance of the Bayesian-network classifiers under the two types of classification was not unexpected.

Also for the data set pertaining to Accipiter nisus were the performances of the Bayesian-network classifiers with probability-threshold classification comparable to those found with maximum-probability classification (Fig. 4(e) and (f)). With this data set, however, the decision threshold for classification was set to the prevalence 0.27 of the bird species, which differed substantially from the 0.5 threshold used with maximum-probability classification.

When validated on the data set pertaining to Cecropis daurica, the Bayesian-network classifiers showed a different performance with probability-threshold classification (Fig. 4(c) and (d)) than with maximum-probability classification. In fact, use of the species' prevalence of 0.84 as the decision threshold for classification resulted in a better balance of the sensitivity and specificity characteristics estimated for the classifiers (Table 4) than use of the 0.5 threshold with maximum-probability classification. For the Naive Bayesian classifiers specifically, the good performances in terms of sensitivity were matched by a specificity between 0.7 and 0.8 after discretizing the data with MDLP and with the Equal Frequency method with three intervals; the corresponding specificity estimates found with maximum-probability classification were below 0.4 . For the NB classifier moreover, discretization of the data with the Chi-Merge method gave the best averaged performance estimate, equal to 0.96. For the TAN classifier, discretization with the MDLP method gave the best result.

From the detailed sensitivity and specificity estimates plotted for the various Bayesian-network classifiers in Figs. 3 and 4, a general pattern emerges. Both with maximum-probability classification and with probability-threshold classification, discretization of the data with the Equal Width method tends to result in classifiers with a good performance at predicting the most probable class, that is, the C. daurica being present and the A. nisus being absent. With both types of classification, moreover, discretization with the Equal Frequency method tends to result in a better balance of the sensitivity and specificity characteristics of the learned Bayesian-network classifiers.

## 4. Discussion

Based on the experimental results described in Section 3, we discuss some implications for use of the various discretization methods and classification models in species distribution modeling.

Logistic-regression models Regression methods are widely used in environmental modeling in general (Schmitz et al., 2005) and for species distribution modeling in particular (Li and Wang, 2013). For well-balanced data sets, in which a species is (more or less) equally likely to be present as it is to be absent, our experimental results suggest that logistic-regression models can attain relatively high sensitivity and specificity characteristics. The overall performance of these models moreover, appears not to be affected by discretization of the data nor by the method used if the data were discretized. For less balanced data sets, however, logistic-regression models tend to fail at predicting the least probable class.

From an environmental point of view, a species distribution model should accurately predict the presence of a specific species in a territory, that is, it should show a high sensitivity. For abundant species, such as Cecropis daurica in our study, logistic-regression models can indeed attain a high sensitivity and thereby show satisfactory performance. In real-world applications, however, attention will mostly focus on endangered or rare species, such as Accipiter nisus. Our experimental results suggest that, for such species, logistic-regression models may not be able to achieve a satisfactory performance. For such species, therefore, using logistic regression may not be the best possible choice.

Bayesian-network classifiers and the effect of decision thresholds One of the advantages of Bayesian-network classifiers over other types of classifier is that the classification decision is separated from the prediction process (Uusitalo, 2007). The Bayesian networks underlying these classifiers in essence return a posterior probability distribution over the class variable given the case observations, based upon which a classification decision is taken. As discussed in


Fig. 4. Sensitivity and specificity estimates for the NB and TAN classifiers with probability-threshold classification, per species data set.
the previous sections, cases can then be assigned to the most probable class or to a class determined through a probability threshold.

Naive Bayesian and TAN classifiers are known to show a tendency to produce rather skewed posterior distributions for their class variable (Bennett, 2000). As a consequence, choosing nonextreme thresholds with probability-threshold classification may not dramatically change performance compared to maximumprobability classification. For the Turdus viscivorus and Accipiter nisus data sets in our study, in fact, classification with the decision thresholds of 0.47 and 0.27 , respectively, did not result in a performance different from using the 0.5 threshold of maximumprobability classification. For the former species, this experimental finding was not unexpected given the small difference between the thresholds of 0.47 and 0.5 . For the latter species, the difference between the two thresholds involved was more substantial. The finding of similar performance with the two types of classification
now indicates that, for none or just a few cases, the established posterior probability of the species being present was in the $0.27-0.5$ range, which would indeed be explained by the tendency of the Bayesian-network classifiers to produce rather skewed distributions over their class variable. While for Turdus viscivorus and Accipiter nisus using the species' prevalence for the decision threshold did not have any impact on classification performance, for the Cecropis daurica species the performance of the Bayesian-network classifiers did improve with probability-threshold classification using the more extreme decision threshold probability of 0.84 .

The above insights from our experimental results suggest that using probability-threshold classification can be beneficial with Bayesian-network classifiers developed for species with quite small prevalences.

Continuous Bayesian-network classifiers Direct use of available continuous data is often recommended for Bayesian-network


Fig. 5. Distribution of the Olive croplands variable, discretized by the MDLP method (a) and by the Chi-Merge method (b), with a detailed view of the latter discretization for $0-10 \%$ and $0-5 \%$, respectively, of the surface (c).
learning, to avoid loss of information due to discretization (Uusitalo, 2007). The current generation of Bayesian networks can cope with continuous probability distributions only to some extent, however: local distributions for the continuous variables are required to be Gaussian (Lauritzen and Wermuth, 1989) or are approximated by polynomial or exponential functions, such as the MTEs used in our study.

In our experimental study, the Bayesian-network classifiers with MTEs for their local distributions showed good performance at predicting the most probable class. Since typically a large number of data points is required to allow satisfactory approximation of the continuous distributions at hand, this good performance may be attributed, to at least some extent, to the availability of many data points from the predominant class. For endangered or rare species, where the class of interest is the less probable one, our experimental results suggest that Bayesian-network classifiers with MTEs may result in relatively poor sensitivity and hence show unsatisfactory performance. For such species, direct use of available continuous data may not be the best choice for finding Bayesian-network classifiers of good performance.

Unsupervised discretization The unsupervised Equal Width and Equal Frequency discretization methods are widely used in environmental modeling through Bayesian networks (Aguilera et al., 2011). Chen and Pollino (2012) already argued that both methods are suitable for discretizing variables with a more or less even distribution over their values. They further argued that use of the Equal Width method is less appropriate for data sets that have a markedly uneven distribution or include prominent outliers, and that the Equal Frequency method is less suited for data sets in which specific values are overrepresented. The land-use variables in our study typically do not have even distributions, as was illustrated for the Olive cropland variable in Fig. 2(b).

The Equal Frequency method partitions the overall value range of a continuous variable into $k$ intervals such each interval includes an essentially equal number of data points. Yet, data points with the same value for the continuous variable to be discretized are never placed in different intervals. Since the feature variables in our study capture types of land use that are present in relatively few grid cells, for any such variable a large number of data points include the value 0 . These data points are all included in the first interval,
therefore, and the remaining data points are equally distributed over the remaining $k-1$ intervals.

Our experimental results indicate that, with Equal Frequency discretization, all constructed Bayesian-network classifiers show good performance at predicting the most probable class; this good performance is generally balanced by a reasonable performance for the less probable class. The results further show that using just three intervals for the discretization tends to result in the best balance of sensitivity and specificity characteristics for all Bayesian-network classifiers learned. Since for most land-use variables a large number of data points include the value 0 , the majority of the intervals constructed with the Equal Frequency method will include just a few data points. In fact, the more intervals are used, the fewer data points are expected per interval and the less informative the intervals tend to become for classification purposes. Using a small number of intervals therefore appears to be the best option upon Equal Frequency discretization of data sets in which specific values are overrepresented.

The Equal Width discretization method partitions the overall value range of a continuous variable into $k$ intervals such that all intervals are of equal length. Just like the Equal Frequency method, it includes all data points with the value 0 for the variable to be discretized in the first interval. Since for most land-use variables a large number of data points include this value and the method aims at constructing intervals of equal length, actually the majority of data points will be included in this first interval and very few points remain for the subsequent intervals, which causes these intervals to be rather uninformative.

Our experimental results now indicate that, with Equal Width discretization, all constructed Bayesian-network classifiers show good performance at predicting the most probable class, just as with Equal Frequency discretization. With Equal Width discretization, however, this good performance is balanced by a relatively poor performance for the less probable class, as a consequence of the constructed highly dominant first interval. While, with Equal Frequency discretization, using three intervals resulted in the best balance of sensitivity and specificity characteristics for all Bayesiannetwork classifiers learned, the experimental results from Equal Width discretization suggest that using a small number of intervals may not always give a well-balanced performance. For the Acciptiter nisus data set, with the low prevalence of its species, in fact, using three intervals for the discretization resulted in a very high specificity while more intervals were required to attain a reasonable sensitivity.

Supervised discretization The supervised Chi-Merge and MDLP methods take the classes associated with the available data points into account upon discretizing the continuous variables involved. The two methods differ in their starting points for the iterative procedure and in their criteria for merging and splitting intervals. The Chi-Merge method starts with a separate interval per data point and iteratively merges two adjacent intervals if the class distributions in these intervals are more or less similar. The MDLP method on the other hand, starts with a single interval including all data points and iteratively splits an interval if the class distributions in the resulting subintervals are more skewed than the distribution in the original interval.

As argued above, the continuous land-use variables in our study have highly skewed distributions, as a result of the heterogeneous conditions of Andalusia. From among the two supervised discretization methods reviewed in our study, the Chi-Merge method seems better able to capture the characteristics of the data than the MDLP method. As an example, Fig. 5 depicts the available data points pertaining to Olive croplands coverage of the cells of the UTM grid. The full range of the percentage of surface covered, is partitioned into intervals by the two discretization methods. The discretization constructed by the MDLP method is shown in Fig. 5(a)
and the discretization by Chi-Merge is shown in Fig. 5(b); the various partitions are indicated in color. Fig. 5(a) reveals that, with the MDLP method, just two intervals were constructed for the entire range of the percentage of covered surface. With the Chi-Merge method, multiple intervals were created: four intervals were constructed for the lower percentages of surface coverage (Fig. 5(c)) and four more intervals resulted for the rest of the percentage range. The difference between the resulting discretizations may, to some extent, be due to the stopping criteria employed by the two methods. Yet also the tendency of the MDLP method to construct intervals with class distributions of low entropy may cause this method to be less sensitive to small shifts in already quite skewed distributions than the Chi-Merge method is.

For all species data sets discretized with the Chi-Merge method, the Naive Bayesian classifiers attained high sensitivity and specificity characteristics, with averaged performances between 0.82 and 0.96 . A similar trend was seen for the TAN classifiers constructed from the Turdus viscivorus data set discretized with Chi-Merge. For the less balanced data sets discretized with the Chi-Merge method, the TAN classifiers excelled at predicting the most probable class. For the least probable class, however, TAN classifiers with a better performance resulted from discretizing the data with less sophisticated methods. For the Cecropis daurica data set in fact, using the Chi-Merge method for discretization resulted in TANs with averaged performances of 0.61 and 0.70 , while the best performing TANs had averaged performances of 0.67 and 0.72 , respectively. The lesser performance found from using the Chi-Merge method with the Cecropis daurica data set may be attributed to the relatively large number of intervals constructed for the various feature variables: some of these intervals are likely to include only very few data points and, as a consequence, the strengths estimated for the dependencies involved in the TANs will most likely be unreliable.

For the species data sets discretized with the MDLP method, the performance trends of all Bayesian-network classifiers were more or less similar to those found for the sets discretized with the Chi-Merge method, although less prominent. Overall, the averaged performances of the various classifiers were found to lie below those of the corresponding classifiers learned from the Chi-Merge discretized data.

## 5. Conclusion and future research

In our experimental study, we compared the performances of different types of classification model and different discretization methods in view of species distribution modeling. In the study, we focused on prediction of the presence of various bird species in Andalusia from land-use data, and considered to this end three species with different prevalence rates. The experimental results obtained suggest that Bayesian-network classifiers, and among these especially the Naive Bayesian classifiers, may be preferable to logistic-regression models for the environmental-science context at hand. Our results further indicate that the Chi-Merge method may be the preferred method for discretizing the continuous variables involved, since with this method the best averaged performance results in terms of both sensitivity and specificity were found. As it is a supervised method, it is computationally more involved than the better known Equal Frequency and Equal Width methods for discretization. Implementations of the Chi-Merge method are available in software packages such as $R$ for ready use in practice.

While most applications of Bayesian networks require discretization of the continuous variables underlying available data, only a restricted set of methods are used in practice. For species distribution modeling through Bayesian networks more specifically, further research efforts are required to gain insight in the foundational properties of the various discretization methods pro-
posed in the literature and to establish their practical properties upon application to different types of environmental data. While the conclusions obtained from our experimental study are likely to hold for data sets with similar characteristics as our land-use data, the results cannot be directly extrapolated to other environmental data, such water quality, air pollution and climatic data, without further study. Moreover, since expert knowledge is often taken as a primary source of information in environmental science (Henriksen et al., 2007), and is in fact used for choosing cut points for discretization, the quality of expert-based discretizations should be compared with the discretizations found with automated methods. From a wider future perspective, it is worthwhile to study the strengths and weaknesses of using Bayesian networks for species distribution modeling compared to using the more common domain-specific models proposed in the literature, such as BIOCLIM and FLORAMAP.
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