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Abstract: Environmental data often present inconveniences that make modeling tasks difficult.
During the phase of data collection, two problems were found: (i) a block of five months of data
was unavailable, and (ii) no information was collected from the coastal area, which made flood-risk
estimation difficult. Thus, our aim is to explore and provide possible solutions to both issues. To avoid
removing a variable (or those missing months), the proposed solution is a BN-based regression model
using fixed probabilistic graphical structures to impute the missing variable as accurately as possible.
For the second problem, the lack of information, an unsupervised classification method based on BN
was developed to predict flood risk in the coastal area. Results showed that the proposed regression
solution could predict the behavior of the continuous missing variable, avoiding the initial drawback
of rejecting it. Moreover, the unsupervised classifier could classify all observations into a set of
groups according to upstream river behavior and rainfall information, and return the probability of
belonging to each group, providing appropriate predictions about the risk of flood in the coastal area.

Keywords: Bayesian networks; missing values; lack of information; regression; unsupervised classification
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1. Introduction

Interest in risk analysis, and environmental risk particularly, has increased in recent
decades with the development of extended theory, methodological frameworks, and new
tools [1]. Risk definition varies between different research areas, but, in general, it can
be considered to be the product of probability (or hazard) and impact, consequence or
vulnerability [2,3].

In recent decades, Geographical Information Systems, real data availability, the inclu-
sion of expert and stakeholder judgment, together with the integration of socio-ecological
frameworks, have increased environmental risk assessment complexity [4]. This means
both quantitative and qualitative information need to be merged in the same method-
ological framework [5]. Moreover, we are facing a set of changes in time across a broad
range of scales, such as social, economic or environmental, that include different levels of
managers and stakeholders. Due to difficulties in coordination and communication, their
integration adds uncertainty to risk management processes [6,7]. However, not only do
information and data need to be brought together under this framework, but also concepts
and disciplines [8]. To do that, it is necessary to know how different disciplines address
similar issues to reduce the most common problems of communication [9].

Environmental risk comprises a huge number of topics and areas (ecological risk,
public health, natural disasters, etc.), where risk modeling is achieved in different ways.
For example, for ecological risk, Potential Ecological Risk Assessment is widely applied.
This has been developed for assessing the degree of pollutant presence, its toxicity, and
the response of the environment. The most common use is the analysis of heavy metals
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in sediments or water. For this, the ecological risk index is expressed as the product of
concentration and the toxic-response factor obtained from the literature [10].

One of the topics included in environmental risk is related to floods and storms.
These natural disasters comprised 77% of economic losses caused by weather events in
Europe from 1980 to 2006 [11]. Under the Climate Change framework, several reports have
predicted an increase in intensity and duration of extreme climatic events, and, specifically,
flood events [12]. In these specific events, the scale studied and the type of flood must also
be taken into account [13]. However, several papers show discrepancies about the tendency
of flood events at regional or even local scales. In any case, there is clear evidence that global
warming has the potential to modify rainfall patterns and increase heavy precipitation
events, even when there is considerable uncertainty about the magnitude [14]. In this
sense, some reports have suggested that the Mediterranean would be of the most affected
areas [15].

Regarding flood-risk analysis and assessment, there has been a shift from traditional
flood protection (dam constructions, dikes, and other retention systems) to the current
global framework of flood-risk management, based on a more general framework in which
information and predictions act as the core of the model. This change is also supported by
the European Union through a set of directives, such as 2007/60/EC, which asks member
states to create flood-risk maps and flood-risk management plans [16,17]. In general,
the methods applied in this area are based on objective measurements (precipitation, river
basin characteristics, or return period) and the application of specific hydrological models,
alone or combined with GIS or other models (regression models, expert knowledge, etc.).
By contrast, subjective factors, such as risk perception, are also considered to be a crucial
aspect [18]. How society estimates the risk of flooding is related to preparedness, awareness
and concern, as well as the use of appropriate actions to reduce the negative effects of
flood [19,20].

Following this idea, [21] combined information from a European flood-hazard map,
projections of the flood hazard (based on IPCC scenarios) and estimations of expected eco-
nomic damage and the affected population. To merge such complex sources of information,
three groups of methods were applied: hydrometeorology, statistical, and socio-economic
damage modeling. Their results show that changes in flood-peak frequency have an im-
portant impact on future flood-hazard predictions. According to their modeling approach,
in most of Europe there will be an increase in flood-peak frequency, even in those areas
where severe discharge peaks are predicted to decrease. In [22], the authors studied the
evolution of extreme rainfall events over India using a non-parametric test, linear regression
models, and a generalized extreme value distribution. Their results show deep differences
over India. For example, although the frequency of wet days have tended to significantly
decrease in Central and North India, over peninsular India the trend is for the frequency
to increase. In Europe, [12] made a comparison between different flood projections and
their implications for management and risk assessment. Although there is an inherent
uncertainty in these kinds of projections, they play an important role in decision-making
processes, showing the range of possible scenarios. In [23], the authors modeled the vulner-
ability of metro systems to flooding using an analytic hierarchy process and the interval
AHP (Analytic Hierarchy Process) method. Results of these types of studies help to sup-
port decision-making processes in transportation and housing infrastructure design and
disaster plans.

The abovementioned papers have in common the intense use of machine learning
to output the assessment of flood risk. Our work moves on in this direction and relies
on Bayesian networks, specifically dynamic hybrid Bayesian networks, which, to our
knowledge, have not been applied to flood-risk modeling before.

Bayesian networks (BN) are a powerful tool developed in the 1980s, and applied in
several fields [24], including environmental modeling [25-27]. In the case of flood-risk
analysis and management, it is possible to find some applications in the literature. In [28],
the authors presented a BN model that represented interconnected elements of vegetated
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hydrodynamic systems to model coastal flood risk. In [29], the authors developed a BN
to predict losses derived from a flood in coastal areas. In [30], the authors modeled flood
disaster risk by coupling ontology and BN models. Finally, [31] used BN to estimate
extreme events in Europe.

Independently of the model used, the first step is data collection and preprocess-
ing. This step is crucial, and sometimes can become a bottleneck because enough data
are not available, or present some issues [32,33]. One of the most common problems is
missing values, about which extensive literature and methodological solutions have been
proposed [34]. However, the problem appears when these missing values are not random
or spread along the dataset, but configured as a block of missing observations. Another
difficulty is when information from an important part of the study area is completely
unavailable. In both cases, these issues imply a reduction in model efficiency or reliability
if they are not solved.

The authors of this paper are working on a regional research project called SAICMA,
where the objective is to develop a flood-risk management system for the Andalusia
Mediterranean catchment area. However, initially, data need to be collected from official
datasets (detailed information will be described below). During this first stage of the project,
data collection and preprocessing steps were carried out to identify two main problems: (i)
data measurements corresponding to a five-month period for two variables were missing,
and (i) no information about river level was collected from the lower part of the riverbed,
making estimation of flood risk in the coastal area difficult to manage.

Thus, the aim of this paper is to provide solutions based on Bayesian network models
to solving these issues to allow posterior modeling tasks. Section 2 describes the theory
behind the proposed general solutions (BN based on fixed structures for classification and
regression models), which can be applied to improve the data preprocessing step in any
model. Section 3 describes the case study (Mediterranean catchments, data collection and
the method proposed for each data problem), and Section 4 shows the results obtained and
the discussion. Finally, Section 5 draws conclusions and identifies future work.

2. Hybrid Bayesian Networks Based on Fixed Structures: Classification and
Regression Models

Bayesian networks (BN) are a statistical multivariate model for a set of variables
X = Xj ... Xy. They have been developed for knowledge representation under uncertainty
and can be defined in terms of two components:

*  Qualitative: a directed acyclic graph in which arcs linking nodes determine the
(in)dependence relationships between variables (Figure 1a).

*  Quantitative: a conditional distribution p(X;|pa(X;)) for each variable X;, given its
parents in the graph denoted by pa(X;), beingi € 1,2,...,n. (See Figure 1b)

P(X,=0)=04
P(Xa=0]X;=0)=04
(x1) P(X5=0] X, =0,X,=0)=0.2
P(X5=0|X,=0,X,=1)=0.1
P(X3:0|X1:1,X2:O):07
(x2) (X))  P(Xy=0|Xi=1X,—1)=03

(a) Qualitative component. (b) Quantitative component.

Figure 1. A discrete Bayesian network with three binary variables.

BN were proposed for discrete variables. A broad and consolidated theory and meth-
ods can be found in the literature. However, environmental data often present continuous
domains. In this case, the most common solution is to discretize the continuous vari-
ables and treat them as if they were discrete. Even though this does not always imply a
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wrong solution [35], it often can lead to a loss of precision. To avoid discretization, several
approaches have been devised to represent probability distributions in hybrid domains
(including continuous with/without discrete variables). The conditional Gaussian model is
broadly used, but it imposes some restrictions that limit its applications to environmental
data: (i) data must follow a multivariate Gaussian, and (ii) a discrete variable cannot have a
continuous parent in the graph. These limitations have led to the development of other
alternatives such as the Mixture of Truncated Exponential (MTEs) model, the Mixtures of Poly-
nomials model, and the Mixtures of Truncated Basis Functions model (for more information,
see [36-39]).

Discretization is often carried out by splitting the domain of the variable into several
intervals and approximating the density function using a constant function. It can also
be done by approximating the density function using a mixture of uniforms. However,
if other functions are used, the accuracy of the approximation can be improved. One option
is to use exponential functions to estimate the density functions and configure the so-called
MTE model (for detailed information about MTE, see [40—42]). The advantage of MTEs is
that they are closed under restriction, marginalization and combination, so standard BN
inference processes can be applied. MTEs have been successfully used in environmental
modeling [43,44].

BN also allow new information, or evidence, to be included in the model once it has
been learnt, through the so-called inference process or probabilistic propagation. If we denote
the set of evidence variables as E, and their values as ¢, then the inference process consists of
calculating the posterior distribution p(X;|e) for each variable of interest in X; ¢ E:

PUIC) o pive), (1)

p(xile) =

since p(e) is constant for all X; ¢ E. Therefore, this process can be carried out by computing
and normalizing the marginal probabilities p(x;, e) in the following way:

p(xi/e) == Z pL’(x]/'”/xn)/ (2)
x¢{x;e}

where p,(x1,...,xy) is the probability function obtained from replacing in p(xy, ..., x,) the
evidence variables E by their values e.

BN can cope with four different aims, depending on the number and nature of the
target variable(s) [27]. When the focus is set on one target variable, we are dealing with
regression (if it is continuous) or classification (when it is discrete).

In both regression and classification cases, the purpose is to predict the goal variable
as precisely as possible, rather than trying to accurately model the joint probability of all
the variables. For that reason, so-called fixed structures have been developed:

*  Naive Bayes (NB) [45] structure is a BN with a single root node and a set of feature
variables with only the root node as a parent. Its name comes from the fact that the
feature variables are independent given the root (Figure 2a). It is a naive assumption
that rarely holds in real problems, as feature variables may have direct dependencies.

*  Tree-Augmented Naive Bayes (TAN) [46] structure configures a step beyond NB, since
each feature is allowed (but not forced) to have one more parent besides the target
variable. This structure is first learnt as a directed tree structure with feature variables,
using mutual information with respect to the target variable. In the second step,
the relationships between the target variable and each feature are included (Figure 2b).
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Figure 2. Naive Bayes (NB) (a) and Tree-Augmented Naive Bayes (TAN) (b) structures.

2.1. Regression Models Based on BN

Regression analysis consists of finding a model g that explains the target continuous
variable Y in terms of a set of feature variables Xj; ...; X,;, which can be discrete or
continuous. Therefore, given a full observation of the features xy; ...; x;, a prediction
about Y can be obtained. The methodology applied to a regression model based on BN is
explained in depth in [47].

A BN can be used as a regression model for prediction purposes if it contains a
continuous response variable Y and a set of discrete and/or continuous feature variables
X1;...; Xy. Thus, to predict the value for Y from k observed features, the conditional
density is computed, and a numerical prediction for Y is given using the expected value,
as follows:

g=g(x1,...,x0) =E[Y | x1,...,x4] = /Q yf(y | xq,...,x0)dy, 3)
Y

where )y represents the domain of Y.

Please note that f(y | x1,...,x,) is proportional to f(y) x f(x1,...,x, | y), and there-
fore, solving the regression problem would require a distribution to be specified over n
variables given Y. The associated computational cost can be very high. However, using
the factorization determined by the network, the cost is reduced. As we are interested in a
model’s ability to simultaneously handle discrete and continuous variables without any
restriction to the developed structure, the approach that best meets these requirements is
the MTE model. Regarding inference, the posterior MTE distribution, f(y | x1,...,x,), will
be computed using the Variable Elimination algorithm [48-50].

To learn the model, we follow the approach of [51] to estimate the corresponding
conditional distributions. Let X; and Y be two random variables, and consider the con-
ditional density f(x; | y). The idea is to split the domain of Y using the equal frequency
method with three intervals. Then, the domain of X; is also split using the properties of
the exponential function, which is concave, and increases over its whole domain (see [42]).
Accordingly, the partition consists of a series of intervals whose limits correspond to the
points where empirical density changes between concavity and convexity, or decreases
and increases. In case of models with more than one conditioning variable, see [52] for
more details.

At this point, a five-parameter MTE is fitted for each split of the support of X, which
means that in each split there will be five parameters to be estimated from data:

f(x) =ag+a1e™" 4+ aze™*, a<x<pB, 4)

where & and B define the interval within which the density is estimated.

The reason to use the five-parameter MTE lies in its ability to fit the most common
distributions accurately, while model complexity and the number of parameters to estimate
is low [53]. The estimation procedure is based on least squares [42,54].

A natural way to obtain the predicted value from the distribution is to compute its
expectation. Thus, the expected value of a random variable X with a density defined as in
Equation (4) is computed as
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If the density is defined by different intervals, the expected value would be the sum of
the expression above for each part.

2.2. Classification Models Based on BN

When the response variable is discrete, we face a classification problem. If no informa-
tion about the target (or class) variable is available, it is called an unsupervised classification
or soft-clustering problem. This implies the partition of the data into groups in such a
way that observations belonging to one group are similar to each other, but differ from
observations in the other groups. Soft clustering based on BN allows the computation of the
probability of each observation belonging to each group. This method has been previously
applied to environmental problems. In this paper, we follow the methodology proposed
by [55] and previously applied to socio-ecological management in [56,57]. The idea is to
obtain a hidden variable with no previous information about its parameters or number of
states, which reflects the different clusters considered. Therefore, the method consists of
two steps (Figure 3):

¢  Estimation of the optimal number of states. Initially the class variable is considered to
be a hidden variable, H, whose values are missing, because no information about it is
given. The process starts by giving two states for the variable H, uniformly distributed
(the same probability value for belonging to both groups). Now, the model is estimated
based on an iterative procedure called the data augmentation method [58]: (a) the values
of H are simulated for each observation according to the probability distribution of
H, updated specifically for the corresponding observation, and (b) the parameters
of the probability distribution are re-estimated according to newly simulated data.
The BIC score of the model is computed in each iteration, and the process is repeated
until there is no improvement. Thus, we have obtained the optimal parameters of
the probability distribution function of the model in which the class variable has two
states, and its likelihood value. The next step consists of a new iterative process in
which a new state is included in variable H by splitting one of the existing states.
The model is again re-estimated (by repeating the data augmentation method), and
the BIC score is compared with the previous run. The process is repeated until there is
no improvement in the BIC score, so the final model achieved will contain the optimal
number of states.

¢ Computing the probability of each observation belonging to each group. Once we have
obtained the final model, the next step consists of probability propagation, also called
the inference process—for more information, see [41]. In this step, all the available
information about the feature variables is input into the model as a new value called
evidence, and propagated through the network, updating the probability distribution
of the class variable, H. Finally, from this new distribution, the most probable state of
the variable H for each data sample is achieved.
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Figure 3. Outline of the unsupervised classification based on hBN probabilistic clustering. Dotted
lines represent the relationships between the variables when parameters have not been estimated yet.
B, BIC score. Figure adapted from [56].

3. Case Study

Mediterranean catchment areas in Andalusia (Figure 4a) comprise more than 17,000 km?
and 200 municipalities. The main characteristic is climatic variability, both in temperature
and rainfall patterns, with deep differences between the humid west, with over 2000 mm
annual rainfall (Systems I3 and I4) and the dry east, with less than 200 mm annual rainfall
in some points of Almeria (Systems IV and V). Both physical characteristics and relief make
this area quite vulnerable to extreme climatic events. Flood, and especially flash flood,
and abrupt relief cause intense events with several economic and, often, life costs. For exam-
ple, in January 2021, a heavy storm event called Filomena caused more than 600 incidents in
Andalusia, with 2 deaths and more than 200 L in 24 h. However, climate change predictions
suggest a decrease in rainfall patterns in these areas, alongside an intensification of extreme
events. This means less water, but over a shorter time and in an intense or even violent way.

ALMERIA

JAEN

CORDOBA

GRANADA

(a) (b)

Figure 4. Location of Mediterranean catchment areas (a) and System I3 (b). Points represent data-
collecting stations. Maps obtained from SAIH website.
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Even when all systems (Figure 4a) are included in the Andalusian Mediterranean
catchment areas, only System I3 presents the abovementioned data problems explained in
depth in Section 3.1. Thus, this paper is focused on that system. This area can be divided
into three parts—the Guadarranque river, Guadiaro river and Marbella area.

The Guadarranque river is located in Cadiz, in the region called Campo de Gibraltar,
and belongs to the Alcornocales Natural Park. Its catchment area comprises 765 km? and
includes both the Guadarranque dam (with 87 hm? of capacity) and a groundwater system.
The Guadiaro river lies between Cadiz and Malaga and is the third longest river in the
Andalusian. This catchment area comprises a total of 1504 km?, including a set of natural
areas with high ecological value. Its mean rainfall is one of the highest, with more than
700 hm? per year. However, several human infrastructures have provoked blockage of its
estuary, which increases flood risk and its negative consequences. Marbella presents one
main river called the Rio Verde, with one dam. This catchment area comprises more than
150 km?2. Moreover, this area includes a set of independent collection points that record
rainfall data. Due to the important population settlement in this area, not only is the Rio
Verde modeled, but also information about rainfall around this area.

3.1. Data Collection and Preprocessing

Data were collected from the Andalusia Hydrological Information System (SAIH,
http:/ /www.redhidrosurmedioambiente.es/saih accessed on 7 April 2022) and comprised
a total of 73,636 observations over 25 continuous variables (Table 1 shows a summary of all
variables). Complete hydrological years were used; thus, the months of October 2011 to
September 2020 were included, with data obtained per hour.

Table 1. Summary of the variables collected.

Area Variable Min 1st Qu Mean 3rd Qu Max
Marbella Level 16 76.18 91.66 95.56 101.42 105.09
Volume 16 17.31 37.21 44.75 54.74 62.33
Rainfall 16 0 0 0.07108 0 31.7
Rainfall 17 0 0 0.08334 0 51.9
Rainfall 24 0 0 0.06778 0 37.4
Guadiaro Rainfall 102 0 0 0.05783 0 33.4
Rainfall 9 0 0 0.09427 0 33.8
Rainfall 11 0 0 0.09039 0 34.4
Level 9 0 0.01 0.1548 0.2 4.06
Level 11 0 0.21 0.47 0.62 5.67
Rainfall 12 0 0 0.1086 0 28.9
Rainfall 13 0 0 0.1042 0 75.7
Rainfall 14 0 0 0.1197 0 83.5
Rainfall 27 0 0 0.07038 0 45
Rainfall 103 0 0 0.1123 0 31
Rainfall 15 0 0 0.0663 0 24.6
Level 13 0 0.05 0.1328 0.14 3.79
Level 103 0 0.15 0.263 0.25 2.76
Snow 27 0 0 470 x 10* 0 14.7
Guadarranque  Level 8 50.84 60.98 65.7 69.57 73.39
Volume 8 17.59 45.2 61.28 73.86 88.97
Rainfall 23 0 0 0.087 0 55.6
Rainfall 8 0 0 0.08665 0 40.5
Rainfall 10 0 0 0.1151 0 34.7

Three datasets were created from the original—one per each area mentioned above.
Their main characteristics are summarized in Table 2 and explained in depth in the sec-
tions below.
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Table 2. Dataset characteristics, number of variables (#Var.), types (C, continuous or H, hybrid) and
number of rainfall, level or snow variables. * Discretized variables.

Dataset #Var. Type Rainfall Level/Vol. Snow
Guadarranque 6 C 4 2 0
Guadiaro 14 H 9* 4 1*
Marbella 5 H 3% 2 0
Total 25 - 16 8 1

3.2. Missing Values: Guadarranque River

The Guadarranque dataset includes six continuous variables for rainfall and both dam
or river level and volume. Variables for the dam missed observations from 1 May 2020
at 1:00 a.m. to September 2020, which means a total of 5 months and 3558 (4.8%) missing
values. The reason for this is unknown, but it is probably related to sensor damage. Due to
mobility restrictions and lockdowns because of COVID-19, it may not have been repaired
yet. To avoid removing these variables (dam level and volume) from the entire model, or
even those missing months for all variables, a regression model based on BN is proposed
as a modeling solution. The idea is to predict the values of dam level variable in such a
way that we obtain a complete dataset with imputed values for missing data.

From the original dataset, the missing months (May to September 2020) were removed,
and they are not used in this modeling step. Moreover, data for April 2020 were considered
for validation purposes (Figure 5). In this way, a complete dataset is available for parameter
estimation of the regression model. This was divided into learning and validation.

Learning Dataset

/ Oct2011-Sept2019
Complete Dataset \

0Oct2011-March2020

o Validation Dataset
Original Data 0Oct2019-March2020

0Oct2011-Sept2020

Scenario Dataset
April 2020

Figure 5. Guadarranque data preprocessing.

Regression models based on BN-fixed structures were developed in Elvira soft-
ware [59] following the method explained in Section 2.1. Using the learning dataset,
both NB and TAN models were learnt to check what fixed structure best fitted the data
used for modeling. Thus, the response variable (dam level) would be modeled from the
information provided by features (rainfall variables). In a second step, these models were
validated using data from October 2019 to March 2020 (validation dataset)—see Figure 6a).
The idea was to check if this methodology was able to accurately model the level variable.
Validation was carried out using the inference process, including feature variable informa-
tion as evidence, and computing the value for the response variable, dam level. As we have
used a complete dataset, a comparison in terms of error rate can be made between real and
predicted (imputed) values.

Once data imputation was carried out, we checked if this methodology and the use
of imputed instead of real values could affect the final environmental conclusion. For this
reason, an environmental problem was simulated in which the dam level variable needed
to be modeled. In this case, the BN structure was not fixed, and was learnt using expert
opinion, while parameter estimation was made using three different datasets (Figure 6b):
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¢ Real data from October 2011 to March 2020;

* Imputed data with NB. Using the real dataset above, we considered the last six
months were missing, and those values were imputed using the previously described
NB model;

* Imputed data with TAN. In this case, six months with missing values were imputed
using the TAN model, as previously described.

/ Missing data imputation

Learning Dataset

NB structure TAN structure
NB model TAN model

Validation Dataset

NB imputed TAN imputed
dataset dataset

(a)

Final model scenario

Complete TAN imputed NB imputed
Dataset dataset dataset
TAN imputed NB imputed
Real Model Model Model

Scenario Dataset

Prediction from Prediction from Prediction from | |
Real M. TAN imputed M. NB imputed M. |/
(b)

Figure 6. Outline of the Guadarranque regression models for missing value imputation (a) and
environmental scenario evaluation (b).

Finally, data from April 2020 was used as a scenario, and a comparison in terms of
error rate was made between the model learnt with all real data versus those models learnt
with six months of imputed data.

3.3. Lack of Information: Guadiaro River and Marbella Area

The lack of information problem appears in two of the areas—the Guadiaro river
and Marbella. The Guadiaro dataset is the largest, with 14 variables. Rainfall variables
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present more than 94% of values equal to zero; therefore, they do not follow a standard
distribution. This may imply inaccurate parameter estimation and a misleading inference
process. For that reason, these variables were discretized. Several methods are available
for data discretization. We chose to apply the equal frequency method [35] using Elvira
software. This method divides data distribution in k bins intervals. The value of k is
selected according to available data. It is true that if more bins were used, it would provide
more information. However, it would also increase the granularity of the variables, and
this implies more bins but fewer observations per bin, which could hinder the learning
process. Thus, the selection for value k needs to have a balance between simplicity and
informative power to reach effectiveness. According to expert knowledge, four bins was
selected, in such a way that those values equaling zero belong to the first interval, and the
rest of statistical information is divided into the other three intervals.

However, the problem is that no data about river level is collected in the lower part
of the catchment area, which means no information about flood events is available. The
coastal area is highly populated, and it is necessary to have this kind of information to
acquire robust tools for flood management.

The Marbella dataset comprises five variables. Again, rainfall variables were discretized
by equal frequency method into four intervals, while dam volume and level remained
continuous. Unlike the Guadiaro river, Marbella does not present a unique riverbed, with
all collected points associated with it. In this case, a set of hydrological stations is located
surrounding the municipalities of Marbella and Estepona, both with high density population.

The solution proposed for this problem is unsupervised classification based on hybrid
BN. This was performed according to the methodology explained in depth in Section 2.2.
The algorithms were implemented in Elvira software, and NB structure was selected.

In this case, the feature variables were rainfall (discrete) and river and dam level
(continuous). Through unsupervised classification, the class variable presented a set of
groups with similar characteristics in terms of rainfall and river level. Thanks to the
probabilistic nature of BN, not only can each observation be classified into one of the
groups, but also its probability of belonging can be computed, which can give us further
information. In this way, observations that could be classified in more than one group
can be identified. Let us see an example of a class variable with three groups and a
set of observations, whose probability of belonging to each group is shown in Table 3.
Observations 1 and 4 are clearly classified into Groups 1 and 3, respectively. Additionally,
Observation 2 presents the highest probability for Group 2, even when the value is lower.
However, Observation 3 is equally likely to belong to Group 1 and 2. In this case, further
analysis should be done.

Table 3. Example of a set of observations and their probability of belonging to each group.

Observation Group 1 Group 2 Group 3
1 0.9 0.05 0.05
2 0.1 0.6 0.3
3 0.4 0.4 0.2
4 0.05 0.01 0.94

4. Results and Discussion

In the previous section, two main problems were described that affect a total of three
areas. In this section, the results are explained in each of the areas separately.

4.1. The Guadarranque River

The Guadarranque river area has 4.8% missing values for the dam level variable. In or-
der to impute them, both NB and TAN regression models were developed. Using the
learning dataset, model parameters were properly estimated. In a second step, the vali-
dation dataset was used in the following way: (i) each observation for feature variables
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was included as evidence, (ii) probabilistic propagation was carried out, and the density
function for the target variable (dam level in this case) was obtained, and (iii) since we need
a value for the variable, the most probable value was obtained from the distribution. This
inference process was applied in both NB and TAN regression models.

Figure 7 shows a comparison between the real values for the validation dataset,
and those imputed by NB and TAN. Error rate between real and imputed data were calcu-
lated, and their variance and mean bias error. Data imputed in both models can describe
the general behavior of the real data; however, in both cases, values are overestimated.
This is because only input information was taken into account (i.e., rainfall patterns) but
not output (consumption rates, evapotranspiration, and other losses). Under the frame-
work of SAICMA project, the idea is to model as accurately as possible the behavior of
the Mediterranean catchment areas using as simple a model approach as possible. If we
compare both regression models, TAN provides better results in terms of error rate. Its
structure, including dependencies between feature variables, give more robustness to the
predictions made.
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Figure 7. Real values for dam level variable and those imputed by NB and TAN regression models.

Once data were imputed, our objective is to use the model for environmental purposes
in the Guadarranque river area. Therefore, a Bayesian network model was developed with
the aim of modeling dam behavior. The structure was learnt using expert knowledge, and
it is shown in Figure 8. Parameter estimation was made using both real data and those
datasets with data imputed from NB and TAN regression models. For each observation,
models return the most probable value for dam level and a comparison between the
predicted value and the value included in the dataset was made in terms of error rate
(Table 4). Results show that in terms of error rate, there are no significant differences among
the three models. However, variance shows lower values for the TAN structure.

Rainfall 8 Rainfall_10

DAM_level DAM_Volume

Figure 8. Structure of the Bayesian network model learnt for the Guadarranque river area. Elvira
software was used for both model-learning and posterior parameter estimation.
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Table 4. Error rate, variance and mean bias error for the Bayesian network model for the Guadarranque
river. MBE—Mean Bias Error.

Model rmse Variance MBE
Real 4.26468 4.20551 0.70791
NB Imputed 3.33151 3.33104 0.05601
TAN Imputed 3.07712 3.07479 0.11972

4.2. The Guadiaro River

In this area, information about all collected points is available, but the lower area of
the river does not have any data points. Despite the lack of information, we would like
to acquire a model able to predict the risk of flood in this area, taking into account the
behavior of the upper river area. For that purpose, unsupervised classification or clustering
based on BN was carried out.

In this way, all data available (collected in the upper area) was used to establish a set
of groups. Initially, the applied algorithm identified a total of five states for the hidden
class variable as the optimal number of states. When these results are studied in detail,
three states were set as the optimal results, since the fourth and fifth groups just included
one or two observations. This is explained by the fact that these observations correspond
to outliers for rainfall variables, i.e., a really extreme event. For that reason, they were
included into Cluster 2.

Therefore, a total of three groups or clusters (Figure 9) was identified and described below:

e (Cluster 0. This sector (or cluster) includes most of the observations (Table 5). Rainfall
variables are really low, with values around 0, which implies river variables also
keep low levels. This cluster could be called a “dry situation” or even “normal
situation”. Even when this area comprises one of the highest rainfall values, it is in
a Mediterranean area, characterized by a long period of dry conditions with a set of
short, humid periods.

*  Cluster 1. With 7% of data (Table 5), rainfall variables present higher values than the
previous cluster, with an important number of outliers. This is more evident in points
located in the upper area (data-collection points 13, 14, 27 and 15). This suggests river
levels increase their ranges and mean values (marked with a red point). As explained
before, the Mediterranean area often presents storm events that feed riverbeds. In this
case, the majority of rainfall lies in the upper areas of the mountain and flows down
all the riverbeds, increasing its level. However, this kind of storm very often does
not imply really dangerous consequences, since the reached values do not overcome
the security threshold of the river. Therefore, this group or cluster could be entitled
“storm situation”.

¢  Cluster 2. Finally, with 2% of the observations, all rainfall variables reach really
high values, mainly those collected from points located in the middle of the river
area (points 9, 11, 12 and 103). These are situated on the low side of the mountains,
where storms coming from the Mediterranean and Atlantic seas are retained. In these
cases, storms are shorter in time, but with higher volumes of rainfall, which can be
observed in Figure 9. In this situation, river levels rise, reaching the highest values in
comparison with other clusters. This could be called “extreme situation”.

Table 5. Observations per each cluster in Guadiaro river.

Cluster Observations %
Dry situation (0) 69,710 91
Storm situation (1) 5558 7

Extreme situation (2) 1094 2
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Figure 9. Box plots of the cluster identified for the Guadiaro river through unsupervised classification.
Each graph represents a box plot in the three clusters for each variable. Variable names correspond to
their codes in the dataset and collected point. Red point marks the mean.

4.3. The Marbella Area

The Marbella area is the smallest catchment and presents a set of independent rivers.
Moreover, point 16, located in the Rio Verde, corresponds to a dam. In this area, there is
an important human settlement that mainly depends on touristic activity related to the
coastal area. Therefore, flood implies not only potential damage to infrastructures but also
indirectly to the main economic activity, with the destruction of coastal areas.

Information collected from this area comprises a set of three points with a total of
five variables, two of which are related to the dam. Again, unsupervised classification was
carried out to classify the observation in a set of groups with similar characteristics.

In this case, the optimal number of states is three, and box plots for the variables are
shown in Figure 10. For dam variables, there are no significant differences among the
three clusters, except for the case of rainfall. In Mediterranean areas, apart from a water
supply function, dams also help keep the flood risk low, with the river flow under control.
During a storm, the dam acts as a barrier that retains the increase of river level and releases
the water flow at a controlled level.

In the case of rainfall variables, there are clear differences between the three clusters:

*  Cluster 0. Even when values are low, they represent short events of rainfall with mean
values around 0.3-0.5 mm. Therefore, this group could be called “drizzle situation”.

*  C(Cluster 1. In this case, rainfall is equal to zero, with just some higher values in the case
of point 16 (located in the dam). Therefore, this group could be called “dry situation”,
which comprises 95.5% of the data (Table 6).

¢ C(luster 2. This cluster presents a clear difference with respect to the others, with
rainfall values very high with mean values between 3 and 5 mm. Additionally, some
outliers reach 30 or even 50 mm. This group is related to “extreme storm situation”.
This cluster comprises 1.5% of the data.
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Figure 10. Box plots of the cluster identified for the Marbella area through unsupervised classification.
Each graph represents the box plot in the three clusters for each variable. Variable names correspond
to their codes in the dataset and collected point. Red point marks the mean.

Table 6. Observations per each cluster in Marbella area.

Cluster Observations %

Drizzle situation (0) 2294 3
Dry situation (1) 72,909 95.5
Extreme storm situation (2) 1159 1.5

5. Conclusions

Data preprocessing is the first and probably the most important step in a modeling
process. Quality and quantity of data can determine the final model’s reliability. Data from
the Andalusia Hydrological Information System were collected with the idea of creating a
flood alert system. However, data present two issues: (i) missing values for one variable
for a total of five months, and (if) lack of information about river level in the coastal area.
Both problems imply difficulties with the future modeling process. It is usual that real-life
applications deal with imperfect data. Methods proposed in this paper aim to deal with
this situation and allow data to be used in the best possible way.

Missing values have been extensively studied in the available literature, with several
methods proposed. The difference with respect to our problem is the fact that missing
values are commonly distributed along the dataset (independently they are random or
not). In our case, however, missing information comprises a total of five complete months,
which means close to the 5% of data. In these cases, the developed methods cannot deal
with this problem. This is the main reason we are not performing a comparison with
other techniques. However, an extensive comparison between BN and other regression
methodologies can be found in [47]. Thus, in this paper we proposed a solution consisting
of applying a data imputation method based on the BN regression model. It is true that
the applied models overestimate the results, since no information about the outcomes of
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the dam are available (consumption rates, evaporation rates, etc. In comparisons, the best
results are provided by the TAN structure in terms of error rate and variance. Its structure,
including dependencies between feature variables, gives more robustness to the given
predictions, in comparison with NB. Additionally, despite the overestimation, results for
the imputed data show that there are no significant differences between the model learnt
with real and imputed data. This means that regression based on BN-fixed structures is a
powerful tool for data imputation, since it can predict those missing values.

The second problem is related to the lack of information, because of the non-existence
of a river level sensor in the lower part of the river. In this case, the solution proposed is
based on so-called soft clustering or unsupervised classification using BN. This was applied
to two different areas and three groups were obtained: (1) dry situation, with no rainfall,
(2) low rainfall event, and (3) extreme event. Following this methodology, the probability of
belonging to each group is also provided. It means that when new information is included
(for example, rainfall predictions), the model is able to provide the probability of being a
dry, normal or extreme event situation in advance.

This paper applies the traditional BN models to overcome a set of data-collection
problems. The novelty of this approach lies not in the methodology itself, but in how it can
be applied to a real-life problem. The use of this well-known, and therefore, well-tested
methodology to a real data problem could help stakeholders and experts avoid the removal
or rejecting of a dataset just because of a lack of information or partially unavailable values.
Thus, the solutions proposed help to overcome two deep problems found in the initial
step of a research project. For a future work, imputed data for the missing values problem
will be used for modeling flood risk in the study area. On the other hand, unsupervised
classification models will be used in scenarios of real storm events, with the aim of checking
their efficiency of predicting a flood situation.
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