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Abstract. Applying a linearization theorem due to Mujica (Trans Am
Math Soc 324:867–887, 1991), we study the ideals of bounded holomorphic
mappings I ◦ H∞ generated by composition with an operator ideal I.
The bounded-holomorphic dual ideal of I is introduced and its elements
are characterized as those that admit a factorization through Idual. For
complex Banach spaces E and F , we also analyze new ideals of bounded
holomorphic mappings from an open subset U ⊆ E to F such as p-
integral holomorphic mappings and p-nuclear holomorphic mappings with
1 ≤ p < ∞. We prove that every p-integral (p-nuclear) holomorphic
mapping from U to F has relatively weakly compact (compact) range.
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Introduction

Let E and F be complex Banach spaces and let U be an open subset of E. A
mapping f : U → F is said to be locally compact (resp., locally weakly compact,
locally Rosenthal, locally Asplund) if every point x ∈ U has a neighborhood
Ux ⊆ U such that f(Ux) is relatively compact (resp., relatively weakly com-
pact, Rosenthal, Asplund) in F .

Aron and Schottenloher [4] proved that every locally compact holomor-
phic mapping f : E → F admits a factorization of the form f = T ◦ g, where
G is a Banach space, T : G → F belongs to the ideal of compact operators
and g : E → G is holomorphic. Analogous results were stated by Ryan [21],
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Lindström [15] and Robertson [20] for locally weakly compact holomorphic
mappings, locally Rosenthal holomorphic mappings and locally Asplund holo-
morphic mappings, respectively, with T belonging to the corresponding ideal
of bounded linear operators.

In González and Gutiérrez [13] provided a unified approach to this prob-
lem by introducing a new class of holomorphic mappings which allowed them
to extend the aforementioned factorizations to every closed surjective operator
ideal.

Since many operator ideals I can be naturally associated to polynomial
ideals P, Aron et al. [2] initiated a research program whose objective was to
relate those holomorphic mappings f that admit a factorization f = T ◦ g,
where T belongs to an operator ideal I and g is holomorphic, with those f
whose derivatives belong to the associated composition polynomial ideal I ◦P.

Our aim is to present here some advances in this research program on the
factorization of bounded holomorphic mappings f = T ◦ g, where T is in an
operator ideal I and g is a bounded holomorphic mapping (see Sect. 3 in [2]).
Some recent contributions to linearization of holomorphic functions and to
composition ideals are due to Baweja and Gupta [5] and Botelho et al. [7].

This paper is organized as follows. In Sect. 1, we set up the linearization
theorem of bounded holomorphic mappings due to Mujica [17] that will be a
key tool to obtain our results.

In the spirit of the definition of operator ideal, we introduce in Sect. 2
the concept of ideal of (bounded) holomorphic mappings. Then, we adapt to
the holomorphic setting a method to produce operator ideals from a given
operator ideal I and so we obtain ideals of bounded holomorphic mappings by
composition with linear operators of I. This useful technique has been applied
with the same purpose in different settings as, for example, polynomial and
holomorphic [2], polynomial [3], polynomial and multilinear [8] and Lipschitz
settings [1,22].

In Sect. 3, we see that some known ideals of holomorphic mappings and
bounded holomorphic mappings can be produced by this procedure as, for
instance, ideals of holomorphic mappings with local range or (global) range of
bounded type.

Furthermore, we introduce and analyze new ideals of bounded holomor-
phic mappings such as p-integral and p-nuclear holomorphic mappings with
1 ≤ p < ∞. We prove that these types of ideals are generated by the method
of composition, but also give some examples of ideals of bounded holomorphic
mappings that can not be produced in this way.

The study of holomorphic mappings on Banach spaces which have rela-
tively (weakly) compact range was initiated by Mujica [17] and continued by
J. M. Sepulcre and the last two authors in [14]. We prove here that every p-
nuclear (p-integral) holomorphic mapping from U to F has relatively compact
(weakly compact) range.
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On the other hand, the dual ideal Idual of an operator ideal I is the
operator ideal formed by all bounded linear operators T : E → F such that its
adjoint operator T ∗ belongs to I(F ∗, E∗). This procedure to produce ideals
of linear operators has been applied to generate ideals of other types of map-
pings: polynomials and multilinear mappings between Banach spaces [12,18],
homogeneous polynomials between Banach spaces [6] and Lipschitz mappings
from metric spaces into Banach spaces [1,22].

Motivated by these works and with the aid of the transpose of a bounded
holomorphic mapping, we carry out in Sect. 4 a similar study of the dual pro-
cedure in the setting of bounded holomorphic mappings. To be more precise,
we introduce the bounded-holomorphic dual (IH∞

)dual of an operator ideal I
and prove that (IH∞

)dual is not only a bounded-holomorphic ideal but also
belongs to the class of composition ideals, that is, the bounded holomorphic
mappings belonging to (IH∞

)dual are exactly those that admit a factorization
through Idual.

We refer to the monograph by Pietsch [19] for the theory of operator
ideals, the book by Diestel et al. [11] for the theory of integral and nuclear
operators, and the book by Mujica [16] for the theory of holomorphic mappings
on infinite-dimensional spaces.

1. Preliminaries

From now on, E and F will denote complex Banach spaces and U an open
subset of E.

Let us recall that a mapping f : U → F is said to be holomorphic if for
each a ∈ U there exist an open ball B(a, r) with center at a and radius r > 0
contained in U and a sequence of continuous m-homogeneous polynomials
(Pm)m∈N0 from E into F such that

f(x) =
∞∑

m=0

Pm(x − a),

where the series converges uniformly for x ∈ B(a, r). A mapping P : E → F is
said to be a continuous m-homogeneous polynomial if there exists a continuous
m-linear mapping A : Em → F such that P (x) = A(x, (m). . . , x) for all x ∈ E.

If U ⊆ E and V ⊆ F are open sets, H(U, V ) will represent the set
of all holomorphic mappings from U to V . We will denote by H(U,F ) the
linear space of all holomorphic mappings from U into F , and by H∞(U,F )
the subspace of all f ∈ H(U,F ) such that f(U) is bounded in F . In the case
F = C, we will write H(U) and H∞(U) instead of H(U,C) and H∞(U,C),
respectively.

It is known that the linear space H∞(U), equipped with the uniform
norm:

‖f‖∞ = sup {|f(x)| : x ∈ U} (f ∈ H∞(U)) ,
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is a dual Banach space. We denote by G∞(U) the geometric predual of H∞(U).
Let us recall that G∞(U) is the norm-closed linear hull in H∞(U)∗ of the set
{δ(x) : x ∈ U} of evaluation functionals defined by

δ(x)(f) = f(x) (f ∈ H∞(U)) .

The following linearization theorem by Mujica [17] will be an essential tool to
establish our results.

Given a complex Banach space E, we will denote by BE , SE and E∗ the
closed unit ball, the unit sphere and the dual space of E, respectively. If E
and F are Banach spaces, L(E,F ) denotes the Banach space of all continuous
linear operators from E into F with the operator canonical norm.

Theorem 1.1 [17, Theorem 2.1]. Let E be a complex Banach space and U be
an open subset of E.
(1) H∞(U) is isometrically isomorphic to G∞(U)∗, under the mapping JU :

H∞(U) → G∞(U)∗ given by

JU (f)(γ) = γ(f) (γ ∈ G∞(U), f ∈ H∞(U)) .

(2) The mapping gU : U → G∞(U) defined by gU (x) = δ(x) for all x ∈ U is
holomorphic with gU (U) ⊆ SG∞(U).

(3) For each complex Banach space F and each mapping f ∈ H∞(U,F ),
there exists a unique operator Tf ∈ L(G∞(U), F ) such that Tf ◦ gU = f .
Furthermore, ‖Tf‖ = ‖f‖∞.

(4) The mapping f 	→ Tf is an isometric isomorphism from H∞(U,F ) onto
L(G∞(U), F ). �

We now recall some concepts and results of the theory of operator ideals
which have been borrowed from [11,19].

An operator ideal I (see definition in [19, 1.1.1]) is said to be:
(1) Closed if I(E,F ) is closed in L(E,F ) for all Banach spaces E and F

[19, Section 4.2].
(2) Injective if given an operator T ∈ L(E,F ), a Banach space G and an in-

jective operator with closed range ι ∈ L(F,G), we have that T ∈ I(E,F )
whenever ι ◦ T ∈ I(E,G) [19, Section 4.6].

(3) Surjective if given an operator T ∈ L(E,F ), a Banach space G and a
surjective operator π ∈ L(G,E), we have that T ∈ I(E,F ) whenever
T ◦ π ∈ I(G,F ) [19, Section 4.7].
An operator T ∈ L(E,F ) is said to be compact (resp., separable, weakly

compact, Rosenthal, Asplund) if T (BE) is relatively compact (resp., separable,
relatively weakly compact, Rosenthal, Asplund) in F . We denote by F(E,F ),
F(E,F ), K(E,F ), S(E,F ), W(E,F ), R(E,F ) and A(E,F ) the ideals of
bounded finite-rank linear operators, approximable linear operators (i.e., op-
erators which are the norm limits of bounded finite-rank operators), compact
linear operators, bounded separable linear operators, weakly compact linear
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operators, Rosenthal linear operators and Asplund linear operators from E
into F , respectively. The following inclusions are known:

F(E,F ) ⊆ F(E,F ) ⊆ K(E,F ) ⊆ W(E,F ) ⊆ R(E,F ) ∩ A(E,F ),

K(E,F ) ⊆ S(E,F ).

2. Ideal and Composition Ideal of Bounded Holomorphic
Mappings

Inspired by the preceding definitions, we introduce the concept of an ideal of
(bounded) holomorphic mappings and its different properties.

Definition 2.1. An ideal of holomorphic mappings (or simply, a holomorphic
ideal) is a subclass IH of the class H of all holomorphic mappings such that
for any complex Banach space E, any open subset U of E and any complex
Banach space F , the components

IH(U,F ) := IH ∩ H(U,F )

satisfy the following three properties:
(I1) IH(U,F ) is a linear subspace of H(U,F ).
(I2) For any g ∈ H(U) and y ∈ F , the mapping g · y : x 	→ g(x)y from U to F

is in IH(U,F ).
(I3) The ideal property: If H,G are complex Banach spaces, V is an open

subset of H, h ∈ H(V,U), f ∈ IH(U,F ) and S ∈ L(F,G), then S ◦ f ◦ h
is in IH(V,G).
An ideal of bounded holomorphic mappings (or simply, a bounded-

holomorphic ideal) is a subclass IH∞
of H∞ of the form IH∞

= IH ∩ H∞,
where IH is a holomorphic ideal.

A bounded-holomorphic ideal IH∞
is said to be:

(1) Closed if each component IH∞
(U,F ) is a closed subspace of H∞(U,F )

with the topology of supremum norm.
(2) Injective if for any mapping f ∈ H∞(U,F ), any complex Banach space

G and any isometric linear embedding ι : F → G, we have that f ∈
IH∞

(U,F ) whenever ι ◦ f ∈ IH∞
(U,G).

(3) Surjective if for any mapping f ∈ H∞(U,F ), any open subset V of a
complex Banach space G and any surjective mapping π ∈ H(V,U), we
have that f ∈ IH∞

(U,F ) whenever f ◦ π ∈ IH∞
(V, F ).

A bounded-holomorphic ideal IH∞
is said to be normed (Banach) if there

exists a function ‖·‖IH∞ : IH∞ → R
+
0 such that for every complex Banach

space E, every open subset U of E and every complex Banach space F , the
following three conditions are satisfied:
(N1) (IH∞

(U,F ), ‖·‖IH∞ ) is a normed (Banach) space with ‖f‖∞ ≤ ‖f‖IH∞

for all f ∈ IH∞
(U,F ).
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(N2) ‖g · y‖IH∞ = ‖g‖∞ ‖y‖ for all g ∈ H∞(U) and y ∈ F .
(N3) If H,G are complex Banach spaces, V is an open subset of H, h ∈

H(V,U), f ∈ IH∞
(U,F ) and S ∈ L(F,G), then ‖S ◦ f ◦ h‖IH∞ ≤

‖S‖ ‖f‖IH∞ .

Remark 2.2. According to Definition 2.1, ideals of holomorphic mappings al-
ways contain the finite rank maps. So, when restricted to the case of homo-
geneous polynomials, our definition does not recover the classical notion of
polynomial ideals (a polynomial ideal contains the finite type maps, and not
necessarily the finite rank maps). We must point out that our notion of ideal
of holomorphic mappings is more related to the notion of hyper-ideals of poly-
nomials (which always contain the finite rank maps) rather than to the notion
of polynomial ideals. For the theory of hyper-ideals of polynomials, see, e.g.,
[9].

We now recall the composition method to produce ideals of holomorphic
mappings. This linear method has been applied in different contexts: multilin-
ear, polynomial, Lipschitz and holomorphic (see, for example, [1,2,8,13,22]).

Definition 2.3. Let E,F be complex Banach spaces and U be an open set in
E. Given an operator ideal I, a mapping f ∈ H(U,F ) (resp. f ∈ H∞(U,F ))
belongs to the composition ideal I ◦ H (resp. I ◦ H∞), and we write f ∈
I ◦ H(U,F ) (resp. f ∈ I ◦ H∞(U,F )), if there are a complex Banach space G,
an operator T ∈ I(G,F ) and a mapping g ∈ H(U,G) (resp. g ∈ H∞(U,G))
such that f = T ◦ g.

If (I, ‖·‖I) is a normed operator ideal and f ∈ I ◦ H∞, we denote

‖f‖I◦H∞ = inf {‖T‖I ‖g‖∞} ,

where the infimum is extended over all representations of f as above.

The following result states the linearization of the members of the com-
position ideal I ◦ H∞. The first part was proved in [2], but we have included
it here for the convenience of the reader.

Theorem 2.4 [2, Theorem 3.2]. Let I be an operator ideal and f ∈ H∞(U,F ).
The following conditions are equivalent:
(1) f belongs to I ◦ H∞(U,F ).
(2) Its linearization Tf is in I(G∞(U), F ).
If (I, ‖·‖I) is a normed operator ideal, we have that ‖f‖I◦H∞ = ||Tf ||I and
the infimum ‖f‖I◦H∞ is attained at Tf ◦ gU (Mujica’s factorization of f).
Furthermore, the mapping f 	→ Tf is an isometric isomorphism from (I ◦
H∞(U,F ), ‖·‖I◦H∞) onto (I(G∞(U), F ), ‖·‖I).

Proof. (1) ⇒ (2): If f ∈ I ◦ H∞(U,F ), then there are a complex Banach
space G, a mapping g ∈ H∞(U,G) and an operator T ∈ I(G,F ) such that
f = T ◦ g. Since f = Tf ◦ gU and g = Tg ◦ gU by Theorem 1.1, it follows that
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Tf ◦ gU = T ◦ Tg ◦ gU which implies that Tf = T ◦ Tg by the linear denseness
of gU (U) in G∞(U), and thus Tf ∈ I(G∞(U), F ) by the ideal property of I.

Further, if (I, ‖·‖I) is normed, we have

‖Tf‖I = ‖T ◦ Tg‖I ≤ ‖T‖I ‖Tg‖ = ‖T‖I ‖g‖∞ ,

and taking the infimum over all representations of f , we deduce that ‖Tf‖I ≤
‖f‖I◦H∞ .

(2) ⇒ (1): If Tf ∈ I(G∞(U), F ), then f = Tf ◦ gU ∈ I ◦ H∞(U,F ) since
G∞(U) is a complex Banach space and gU ∈ H∞(U,G∞(U)) by Theorem 1.1.
Moreover, if (I, ‖·‖I) is normed, we have

‖f‖I◦H∞ = ‖Tf ◦ gU‖I◦H∞ ≤ ‖Tf‖I ‖gU‖∞ = ‖Tf‖I .

Finally, the last assertion of the statement easily follows by applying the
above proof and Theorem 1.1. �

We now see that some properties of the operator ideal I are transferred
to the composition ideal I ◦ H∞.

Corollary 2.5. If I is a closed (resp., normed, Banach) operator ideal, then
I ◦ H∞ is a closed (resp., normed, Banach) bounded-holomorphic ideal.

Proof. Let I be an operator ideal. We have:
(I1) If α1, α2 ∈ C and f1, f2 ∈ I ◦ H∞(U,F ), then Tα1f1+α2f2 = α1Tf1 +

α2Tf1 ∈ I(G∞(U), F ) by Theorems 1.1 and 2.4. Hence α1f1 + α2f2 ∈
I◦H∞(U,F ) by Theorem 2.4. Therefore I◦H∞(U,F ) is a linear subspace
of H∞(U,F ).

(I2) Given g ∈ H∞(U) and y ∈ F , we can write g · y = Tg·y ◦ gU , where
gU ∈ H∞(U,G∞(U)) and Tg·y ∈ F(G∞(U), F ) by Theorem 1.1 and [17,
p. 872], and this tells us that g · y ∈ F ◦ H∞(U,F ) and since always
F ⊆ I, we conclude that g · y ∈ I ◦ H∞(U,F ).

(I3) Let H,G be complex Banach spaces, V be an open subset of H, h ∈
H(V,U), f ∈ I ◦H∞(U,F ) and S ∈ L(F,G). By [14, Corollary 1.4], there
exists a unique operator ĥ ∈ L(G∞(V ),G∞(U)) such that ĥ◦gV = gU ◦h.
Furthermore, ||ĥ|| = 1. Since

S ◦ f ◦ h = S ◦ (Tf ◦ gU ) ◦ h = (S ◦ Tf ◦ ĥ) ◦ gV ,

with S ◦ Tf ◦ ĥ ∈ I(G∞(V ), G) and gV ∈ H∞(V,G∞(V )), we have that
S ◦ f ◦ h ∈ I ◦ H∞(V,G).

This proves that I ◦ H∞ is a bounded-holomorphic ideal.
We now show that I ◦ H∞(U,F ) is closed whenever I is so. Let f ∈

H∞(U,F ) and let (fn)n∈N be a sequence in I◦H∞(U,F ) such that ‖fn − f‖∞ →
0 as n → ∞. Since Tfn

∈ I(G∞(U), F ) by Theorem 2.4 and ‖Tfn
− Tf‖ =

‖Tfn−f‖ = ‖fn − f‖∞ for all n ∈ N, we have that Tf ∈ I(G∞(U), F ), and
thus f ∈ I ◦ H∞(U,F ) by Theorem 2.4.

Assume now that the operator ideal (I, ‖·‖I) is normed. We have:
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(N1) Since ‖f‖I◦H∞ = ‖Tf‖I for all f ∈ I ◦ H∞(U,F ) by Theorem 2.4, it
easily follows that ‖·‖I◦H∞ is a norm on I ◦ H∞(U,F ) and

‖f‖∞ = ‖Tf‖ ≤ ‖Tf‖I = ‖f‖I◦H∞

for all f ∈ I ◦ H∞(U,F ).
(N2) Given g ∈ H∞(U) and y ∈ F , we have

‖g‖∞ ‖y‖ = ‖g · y‖∞ ≤ ‖g · y‖I◦H∞ ,

and conversely, since g · y = My ◦ g where My ∈ F(C, F ) ⊆ I(C, F ) is
the operator defined My(λ) = λy for all λ ∈ C, we have

‖g · y‖I◦H∞ ≤ ‖g‖∞ ‖My‖ = ‖g‖∞ ‖y‖ .

(N3) Following the above proof of (I3), we have

‖S ◦ f ◦ h‖I◦H∞ =
∥∥∥(S ◦ Tf ◦ ĥ) ◦ gV

∥∥∥
I◦H∞

≤
∥∥∥S ◦ Tf ◦ ĥ

∥∥∥
I

‖gV ‖∞

≤ ‖S‖ ‖Tf‖I
∥∥∥ĥ

∥∥∥ ‖gV ‖∞ = ‖S‖ ‖f‖I◦H∞ .

So, we have proved that the ideal (I ◦ H∞, ‖·‖I◦H∞) is normed.
Finally, since (I ◦ H∞(U,F ), ‖·‖I◦H∞) is isometrically isomorphic to (I

(G∞(U), F ), ‖·‖I) by Theorem 2.4, then (I ◦ H∞, ‖·‖I◦H∞) is a Banach ideal
whenever (I, ‖·‖I) is so. �

We finish this section with some properties of bounded-holomorphic ideals
which can be easily deduced from Theorems 1.1 and 2.4.

Proposition 2.6. Let I and J be two operator ideals. We have:
(1) If I ◦ H∞(U,F ) ⊆ J ◦ H∞(U,F ), then I(G∞(U), F ) ⊆ J (G∞(U), F ).
(2) If I ◦ H∞(U,F ) = H∞(U,F ), then I(G∞(U), F ) = L(G∞(U), F ).
(3) If the identity operator idF ∈ I(F, F ), then I ◦ H∞(U,F ) = H∞(U,F ).

�

3. Examples of Composition Ideals of Bounded Holomorphic
Mappings

We have divided this section into four parts. In Sect. 3.1, we will recall that
some known ideals of holomorphic mappings f with local range of bounded
type (for example, with compact, weakly compact, Rosenthal or Asplund
range) are generated by composition of a holomorphic mapping g with an
operator T in the corresponding operator ideal I.

If f is in addition bounded, one cannot assure in general that the func-
tion g is also bounded. However, this is possible if we consider some smaller
classes of such ideals. To be more precise, in Sect. 3.2 we will show that the
ideals of bounded holomorphic mappings with (global) range of bounded type
are generated by composition of a bounded holomorphic mapping g with an
operator T in I.
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Finally, motivated by the ideals of p-integral operators and p-nuclear
operators between Banach spaces for 1 ≤ p < ∞ (see, for example, [11]), we
will introduce in Sects. 3.3 and 3.4 the analogs in the holomorphic setting and
state that such ideals of bounded holomorphic mappings are generated by the
method of composition.

3.1. Holomorphic Mappings with Local Range of Bounded Type

Let Hk(U,F ) (resp., Hw(U,F ), Hr(U,F ), Ha(U,F )) denote the linear sub-
space of all locally compact (resp., locally weakly compact, locally Rosenthal,
locally Asplund) mappings of H(U,F ). In the bounded case, we write

H∞
i (U,F ) = Hi(U,F ) ∩ H∞(U,F ) (i = k,w, r, a).

It is clear that

Hk(U,F ) ⊆ Hw(U,F ) ⊆ Hr(U,F ) ∩ Ha(U,F ).

Proposition 3.1. For i = k,w, r, a, Hi is a holomorphic ideal and H∞
i is a

bounded-holomorphic ideal.

Proof. Let i = k,w, r, a. Clearly, Hi(U,F ) is a linear subspace of H(U,F ).
Given g ∈ H(U) and y ∈ F , it is clear that g · y ∈ H(U,F ) with (g · y)(U) =
g(U)y. Since g is locally bounded by [16, Lemma 5.6], every point x ∈ U has
a neighborhood Ux ⊆ U such that g(Ux) is bounded in C, that is, relatively
compact in C. Hence (g · y)(Ux) = g(Ux)y is relatively compact in F and thus
g · y ∈ Hk(U,F ) ⊆ Hi(U,F ).

To prove the ideal property of Hi(U,F ), let H,G be complex Banach
spaces, V be an open subset of H, h ∈ H(V,U), f ∈ Hi(U,F ) and S ∈ L(F,G).
Let x ∈ V . Then there exists a neighborhood of h(x), Uh(x) ⊆ U , such that
f(Uh(x)) is relatively compact (resp., relatively weakly compact, Rosenthal,
Asplund) in F . Denote Vx = h−1(Uh(x)). Hence S(f(h(Vx)) is relatively com-
pact (resp., relatively weakly compact, Rosenthal, Asplund) in G, and thus
S ◦ f ◦ h ∈ Hi(V,G). This proves that Hi is a holomorphic ideal. Hence H∞

i is
a bounded-holomorphic ideal. �

Some known results show that the holomorphic ideals Hi for i = k,w, r, a
are generated by the method of composition with an operator ideal. Namely,
we have

K ◦ H(E,F ) = Hk(E,F ) [4],

W ◦ H(E,F ) = Hw(E,F ) [21],

R ◦ H(E,F ) = Hr(E,F ) [15],

A ◦ H(E,F ) = Ha(E,F ) [20].

More generally, let U be a closed surjective operator ideal and let CU (F ) be
the collection of all A ⊆ F so that A ⊆ T (BG) for some complex Banach
space G and some operator T ∈ U(G,F ). Let HU (E,F ) denote the space of
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all f ∈ H(E,F ) such that each x ∈ E has a neighborhood Vx ⊆ E with
f(Vx) ∈ CU (F ). In [13, Theorem 6], it is proved that

U ◦ H(E,F ) = HU (E,F ).

See also the paper [2] for a study of such spaces as associated to composition
ideals of polynomials.

3.2. Holomorphic Mappings with Range of Bounded Type

Let H∞
K (U,F ) (resp., H∞

W(U,F ), H∞
R (U,F ), H∞

A (U,F )) denote the linear space
of all holomorphic mappings f : U → F such that f(U) is relatively compact
(resp., relatively weakly compact, Rosenthal, Asplund) in F . Note that f(U)
is a bounded subset of F in all the cases.

We will also consider the spaces:

H∞
F (U,F ) = {f ∈ H∞(U,F ) : lin(f(U)) is finite-dimensional inF} ,

H∞
F (U,F ) = {f ∈ H∞(U,F ) : ∃(fn)∞

n ⊆ H∞
F (U,F ) | ‖fn − f‖∞ → 0} ,

H∞
S (U,F ) = {f ∈ H∞(U,F ) : f(U) is separable in F} .

Clearly, we have the inclusions:

H∞
F (U,F ) ⊆ H∞

F (U,F ) ⊆ H∞
K (U,F ) ⊆ H∞

W(U,F ) ⊆ H∞
R (U,F ) ∩ H∞

A (U,F ),

H∞
K (U,F ) ⊆ H∞

S (U,F ),

and

H∞
I (U,F ) ⊆ H∞

i (U,F ) ((I, i) = (K, k), (W, w), (R, r), (A, a)).

Proposition 3.2. For I = F ,K,S,F ,W,R,A, the set H∞
I is a bounded-

holomorphic ideal. Furthermore, we have:
(1) H∞

I is not closed if and only if I = F .
(2) H∞

I is injective and surjective whenever I = K,S,W,R,A.

Proof. The first assertion follows with a proof similar to that of Proposi-
tion 3.1. Applying that the mapping f 	→ Tf is an isometric isomorphism
from H∞

I (U,F ) onto I(G∞(U), F ) (see [17, Propositions 3.1 and 3.4] for I =
F ,K,W and [14, Corollary 2.11] for I = S,R,A), and that I is not closed for
the operator norm if and only if I = F , we deduce the equivalence in (1).

Let I = K,S,W,R,A and f ∈ H∞(U,F ). On the one hand, assume
that ι ◦ f ∈ H∞

I (U,G) for any complex Banach space G and any isometric
linear embedding ι : F → G. Since ι ◦ Tf = Tι◦f ∈ I(G∞(U), G) by [17,
Propositions 3.1 and 3.4] and [14, Corollary 2.11], and the operator ideal I
is injective (see, for example, [13, p. 471]), it follows that Tf ∈ I(G∞(U), F ),
thus f ∈ H∞

I (U,F ) by [17, Propositions 3.1 and 3.4] and [14, Corollary 2.11],
and this proves that H∞

I is injective.
On the other hand, suppose that f ◦ π ∈ H∞

I (V, F ), where V is an open
subset of a complex Banach space G and π ∈ H(V,U) is surjective. By [14,
Corollary 1.4], there exists a unique operator π̂ ∈ L(G∞(V ),G∞(U)) such that



On Composition Ideals and Dual Ideals Page 11 of 21   103 

gU ◦ π = π̂ ◦ gV . Since Tf ◦ π̂ ∈ L(G∞(V ), F ) and Tf ◦ π̂ ◦ gV = Tf ◦ gU ◦ π =
f ◦ π, we deduce that Tf◦π = Tf ◦ π̂ by Theorem 1.1. Since Tf ◦ π̂ = Tf◦π ∈
I(G∞(V ), F ) by [17, Propositions 3.1 and 3.4] and [14, Corollary 2.11], and
the operator ideal I is surjective [13, p. 471], we have that Tf ∈ I(G∞(U), F ),
hence f ∈ H∞

I (U,F ) by [17, Propositions 3.1 and 3.4] and [14, Corollary 2.11],
and thus H∞

I is surjective. �

We next see that the preceding bounded-holomorphic ideals are generated
by composition with the corresponding operator ideal.

Proposition 3.3. For I = F ,F ,K,S,W,R,A, we have H∞
I = I ◦ H∞ and

‖f‖∞ = ‖f‖I◦H∞ for all f ∈ H∞
I .

Proof. Let I = F ,F ,K,S,W,R,A. Note first that H∞
I (U,F ) = I◦H∞(U,F ).

Indeed, if f ∈ H∞
I (U,F ), then f = Tf ◦ gU where Tf ∈ I(G∞(U), F ) by [17,

Propositions 3.1 and 3.4] and [14, Corollary 2.11], and thus f ∈ I ◦H∞(U,F ).
Conversely, if f ∈ I ◦ H∞(U,F ), then f = T ◦ g for some complex Banach
space G, g ∈ H∞(U,G) and T ∈ I(G,F ). If I = F or I = F , then f has
a finite rank or f can be approximated by bounded finite-rank holomorphic
mappings, respectively. If I = K,S,W,R,A, since g(U) is bounded in G, it
follows that f(U) = T (g(U)) is relatively compact (resp., separable, relatively
weakly compact, Rosenthal, Asplund) in F . Hence f ∈ H∞

I (U,F ), as required.
Now, if ‖·‖I denotes the operator norm, recall that the mappings

f ∈ (H∞
I (U,F ), ‖·‖∞) 	→ Tf ∈ (I(G∞(U), F ), ‖·‖I),

f ∈ (I ◦ H∞(U,F ), ‖·‖I◦H∞) 	→ Tf ∈ (I(G∞(U), F ), ‖·‖I),

are isometric isomorphisms (see [17, Propositions 3.1 and 3.4] and [14, Corol-
lary 2.11] for the first, and Theorem 2.4 for the second). Hence we have

‖f‖∞ = ‖Tf‖I = ‖f‖I◦H∞

for all f ∈ H∞
I (U,F ). �

3.3. p-Integral Holomorphic Mappings

Following [11, p. 93], given two Banach spaces E, F and 1 ≤ p ≤ ∞, we denote
by Ip(E,F ) the Banach space of all p-integral linear operators T : E → F with
the norm

ιp(T ) = inf {‖A‖ ‖B‖} ,

where the infimum is taken over all p-integral factorizations (A, Iμ
∞,p, B) of T

in the form

κF ◦ T = A ◦ Iμ
∞,p ◦ B : E

B→ L∞(μ)
Iμ

∞,p→ Lp(μ) A→ F ∗∗,

where (Ω,Σ, μ) is a probability measure space, A ∈ L(Lp(μ), F ∗∗) and B ∈
L(E,L∞(μ)). As usual, Iμ

∞,p : L∞(μ) → Lp(μ) is the formal identity, and
κF : F → F ∗∗ is the canonical isometric embedding.



  103 Page 12 of 21 M. de Gádor Cabrera-Padilla et al. Results Math

Let p∗ denote the conjugate index of p ∈ [1,∞] defined by p∗ = p/(p−1)
if p 
= 1, p∗ = ∞ if p = 1, and p∗ = 1 if p = ∞.

The concept of p-integral linear operator motivates us to introduce the
holomorphic analog as follows.

Definition 3.4. Let E,F be complex Banach spaces, U be an open subset of
E and 1 ≤ p ≤ ∞. A mapping f : U → F is said to be p-integral holo-
morphic if there exist a probability measure space (Ω,Σ, μ), an operator T ∈
L(Lp(μ), F ∗∗) and a mapping g ∈ H∞(U,L∞(μ)) giving rise to the commuta-
tive diagram:

U F F ∗∗

L∞(μ) Lp(μ)

f κF

g

Iμ
∞,p

T

The triple (T, Iμ
∞,p, g) is called a p-integral holomorphic factorization of

f . We denote

ιH
∞

p (f) = inf {‖T‖ ‖g‖∞} ,

where the infimum is extended over all such factorizations of f . Let IH∞
p (U,F )

denote the set of all p-integral holomorphic mappings from U into F .

We now study the linearization of p-integral holomorphic mappings.

Proposition 3.5. Let 1 ≤ p ≤ ∞ and f ∈ H∞(U,F ). Then f : U → F is
p-integral holomorphic if and only if its linearization Tf : G∞(U) → F is p-
integral. In this case,

ιp(Tf ) = ιH
∞

p (f).

Furthermore, the mapping f 	→ Tf is an isometric isomorphism from (IH∞
p

(U,F ), ιH
∞

p ) onto (Ip(G∞(U), F ), ιp).

Proof. If f : U → F is p-integral holomorphic, then we have

κF ◦ f = T ◦ Iμ
∞,p ◦ g : U

g→ L∞(μ)
Iμ

∞,p→ Lp(μ) T→ F ∗∗,

where (T, Iμ
∞,p, g) is a p-integral holomorphic factorization of f . Applying The-

orem 1.1, we obtain

κF ◦ Tf ◦ gU = T ◦ Iμ
∞,p ◦ Tg ◦ gU : U

gU→ G∞(U)
Tg→ L∞(μ)

Iμ
∞,p→ Lp(μ) T→ F ∗∗,

By the denseness of lin(gU (U)) in G∞(U), we deduce that

κF ◦ Tf = T ◦ Iμ
∞,p ◦ Tg : G∞(U)

Tg→ L∞(μ)
Iμ

∞,p→ Lp(μ) T→ F ∗∗



On Composition Ideals and Dual Ideals Page 13 of 21   103 

and therefore Tf : G∞(U) → F is p-integral. Furthermore, we have

ιp(Tf ) ≤ ‖T‖ ‖Tg‖ = ‖T‖ ‖g‖∞
and taking infimum over all the p-integral holomorphic factorizations of f , we
deduce

ιp(Tf ) ≤ ιH
∞

p (f).

Conversely, if Tf : G∞(U) → F is p-integral, we have

κF ◦ Tf = T ◦ Iμ
∞,p ◦ S : G∞(U) S→ L∞(μ)

Iμ
∞,p→ Lp(μ) T→ F ∗∗

where (T, Iμ
∞,p, S) is a p-integral factorization of Tf . Note that g := S ◦ gU ∈

H∞(U,L∞(μ)), and since

κF ◦ f = T ◦ Iμ
∞,p ◦ g : U

g→ L∞(μ)
Iμ

∞,p→ Lp(μ) T→ F ∗∗

we conclude that f is p-integral holomorphic. Furthermore, we have

ιH
∞

p (f) ≤ ‖T‖ ‖g‖∞ = ‖T‖ ‖S‖ ,

and taking infimum over all the p-integral factorizations of Tf , we deduce

ιH
∞

p (f) ≤ ιp(Tf ).

To prove the last assertion of the statement, it suffices to show that the
mapping f 	→ Tf from IH∞

p (U,F ) to Ip(G∞(U), F ) is surjective. Take T ∈
Ip(G∞(U), F ) and then T = Tf for some f ∈ H∞(U,F ) by Theorem 1.1.
Hence Tf ∈ Ip(G∞(U), F ) and this implies that f ∈ IH∞

p (U,F ) by the above
proof. �

Combining Theorem 2.4 and Proposition 3.5, we deduce that the bounded-
holomorphic ideal IH∞

p is generated by composition with the operator ideal
Ip.

Corollary 3.6. Let 1 ≤ p ≤ ∞. Then IH∞
p = Ip◦H∞ and ιH

∞
p (f) = ‖f‖Ip◦H∞

for all f ∈ IH∞
p . In particular,

(IH∞
p , ιH

∞
p

)
is a Banach ideal of bounded

holomorphic mappings. �

We next see that if a mapping is 1-integral holomorphic, then it is p-
integral holomorphic for any 1 ≤ p ≤ ∞.

Corollary 3.7. Let 1 ≤ p < q ≤ ∞. Then IH∞
p (U,F ) ⊆ IH∞

q (U,F ) and
ιH

∞
q (f) ≤ ιH

∞
p (f) for each f ∈ IH∞

p (U,F ).

Proof. It follows immediately from Proposition 3.5 and [11, Proposition 5.1].

We finish our study of p-integral holomorphic mappings with a property
of their ranges.

Corollary 3.8. Let 1 ≤ p < ∞. Every p-integral holomorphic mapping f : U →
F has relatively weakly compact range.
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Proof. Let f ∈ IH∞
p (U,F ). Then Tf ∈ Ip(G∞(U), F ) by Proposition 3.5,

hence Tf ∈ W(G∞(U), F ) by [11, Proposition 5.5 and Theorem 2.17], and
thus f ∈ H∞

W(U,F ) by [17, Proposition 3.4]. �
3.4. p-Nuclear Holomorphic Mappings

Given Banach spaces E, F and 1 ≤ p < ∞, we denote by Np(E,F ) the Banach
space of all p-nuclear linear operators T : E → F with the norm

νp(T ) = inf {‖A‖ ‖Mλ‖ ‖B‖} ,

where the infimum is taken over all such p-nuclear factorizations (A,Mλ, B)
of T in the form

T = A ◦ Mλ ◦ B : E
B→ 
∞

Mλ→ 
p
A→ F,

where A ∈ L(
p, F ), B ∈ L(E, 
∞) and Mλ ∈ L(
∞, 
p) is a diagonal operator
induced by a sequence λ ∈ 
p (see [11, p. 111]).

In analogy with this concept, we introduce the following variant in the
holomorphic setting.

Definition 3.9. Let E,F be complex Banach spaces, U be an open subset of
E and 1 ≤ p < ∞. A mapping f : U → F is said to be p-nuclear holomorphic
if there exist an operator T ∈ L(
p, F ), a mapping g ∈ H∞(U, 
∞) and a
diagonal operator Mλ ∈ L(
∞, 
p) induced by a sequence λ ∈ 
p such that
f = T ◦ Mλ ◦ g, that is, the following diagram commutes:

U F


∞ 
p

f

g

Mλ

T

The triple (T,Mλ, g) is called a p-nuclear holomorphic factorization of f .
We set

νH∞
p (f) = inf {‖T‖ ‖Mλ‖ ‖g‖∞} ,

where the infimum is extended over all such factorizations of f . Let N H∞
p (U,F )

denote the set of all p-nuclear holomorphic mappings from U into F .

A study on p-nuclear holomorphic mappings similar to that of the pre-
ceding subsection on p-integral holomorphic mappings is developed next.

Proposition 3.10. Let 1 ≤ p < ∞ and f ∈ H∞(U,F ). Then f : U → F is
p-nuclear holomorphic if and only if its linearization Tf : G∞(U) → F is p-
nuclear. In this case,

νp(Tf ) = νH∞
p (f).
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Furthermore, the mapping f 	→ Tf is an isometric isomorphism from (N H∞
p

(U,F ), νH∞
p ) onto (Np(G∞(U), F ), νp).

Proof. If f : U → F is p-nuclear holomorphic, then we have

f = T ◦ Mλ ◦ g : U
g→ 
∞

Mλ→ 
p
T→ F,

where (T,Mλ, g) is a p-nuclear holomorphic factorizations of f . Using Theorem
1.1, we obtain

Tf ◦ gU = T ◦ Mλ ◦ Tg ◦ gU : U
gU→ G∞(U)

Tg→ 
∞
Mλ→ 
p

T→ F.

By the denseness of lin(gU ) in G∞(U), we deduce that

Tf = T ◦ Mλ ◦ Tg : G∞(U)
Tg→ 
∞

Mλ→ 
p
T→ F,

and therefore Tf : G∞(U) → F is p-nuclear. Furthermore, we have

νp(Tf ) ≤ ‖T‖ ‖Mλ‖ ‖Tg‖ = ‖T‖ ‖Mλ‖ ‖g‖∞
and since we were working with an arbitrary p-nuclear holomorphic factoriza-
tion for f , we obtain

νp(Tf ) ≤ νH∞
p (f).

Conversely, if Tf : G∞(U) → F is p-nuclear, we have

Tf = T ◦ Mλ ◦ S : G∞(U) S→ 
∞
Mλ→ 
p

T→ F,

where (T,Mλ, S) is a p-nuclear factorization of Tf . Note that g := S ◦ gU ∈
H∞(U, 
∞) and since

f = T ◦ Mλ ◦ g : U
g→ 
∞

Mλ→ 
p
T→ F,

we conclude that f is p-nuclear holomorphic. Furthermore, we infer that

νH∞
p (f) ≤ ‖T‖ ‖Mλ‖ ‖g‖∞ = ‖T‖ ‖Mλ‖ ‖S‖ ,

and this ensures that

νH∞
p (f) ≤ νp(Tf ).

To prove the last assertion of the statement, it suffices to show that the map-
ping f 	→ Tf from N H∞

p (U,F ) to Np(G∞(U), F ) is surjective. Take T ∈
Np(G∞(U), F ) and then T = Tf for some f ∈ H∞(U,F ) by Theorem 1.1.
Hence Tf ∈ Np(G∞(U), F ) and this implies that f ∈ N H∞

p (U,F ) by the above
proof. �

Using Theorem 2.4 and Proposition 3.10, we obtain the following.

Corollary 3.11. Let 1 ≤ p < ∞. Then N H∞
p = Np ◦ H∞ and νH∞

p (f) =
‖f‖Np◦H∞ for all f ∈ N H∞

p . In particular,
(N H∞

p , νH∞
p

)
is a Banach ideal of

bounded holomorphic mappings. �
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The following result follows from Proposition 3.10 and [11, Corollary 5.24
(b)].

Corollary 3.12. Let 1 ≤ p < q < ∞. Then N H∞
p (U,F ) ⊆ N H∞

q (U,F ) and
νH∞

q (f) ≤ νH∞
p (f) for each f ∈ N H∞

p (U,F ). �

Corollary 3.13. Let 1 ≤ p < ∞. Every p-nuclear holomorphic mapping f : U →
F has relatively compact range.

Proof. Let f ∈ N H∞
p (U,F ). Then Tf ∈ Np(G∞(U), F ) by Proposition 3.10,

hence Tf ∈ K(G∞(U), F ) by [11, Corollary 5.24 (a)], and thus f ∈ H∞
K (U,F )

by [17, Proposition 3.4]. �

As in the linear case [11, Theorem 5.27] and in the Lipschitz case [22,
Theorem 2.12], p-nuclear holomorphic mappings admit the following factor-
ization.

Corollary 3.14. Let 1 ≤ p < ∞ and f ∈ H∞(U,F ). Then f ∈ N H∞
p (U,F )

if and only if there exist a Banach space G, an operator T ∈ K(G,F ) and a
mapping g ∈ IH∞

p (U,G) such that f = T ◦ g.

Proof. If f ∈ N H∞
p (U,F ), then Tf ∈ Np(G∞(U), F ) by Proposition 3.10. Then

Theorem 5.27 in [11] shows that there exist a complex Banach space G, an
operator T ∈ K(G,F ) and an operator S ∈ Ip(G∞(U), G) such that Tf = T ◦S.
Hence we have f = Tf ◦gU = T ◦S ◦gU = T ◦g, where g = S ◦gU ∈ IH∞

p (U,F )
by Corollary 3.6.

Conversely, if there exist a Banach space G, an operator T ∈ K(G,F ) and
a mapping g ∈ IH∞

p (U,G) such that f = T ◦g, then Tf ◦gU = T ◦Tg ◦gU which
gives Tf = T ◦ Tg where Tg ∈ Ip(G∞(U), F ) by Proposition 3.5. Hence Tf ∈
Np(G∞(U), F ) by [11, Theorem 5.27], and so f ∈ N H∞

p (U,F ) by Proposition
3.5. �

Next, we study the inclusion relationships between the new classes of
bounded holomorphic mappings considered. In a clear parallel to the linear
case, we have the following.

Corollary 3.15. Let 1 ≤ p < ∞.
(1) N H∞

p (U,F ) ⊆ IH∞
p (U,F ) and ιH

∞
p (f) ≤ νH∞

p (f) for all f ∈ N H∞
p (U,F ).

(2) If F is finite-dimensional, then N H∞
p (U,F ) = IH∞

p (U,F ) with νH∞
p (f) =

ιH
∞

p (f) for all f ∈ N H∞
p (U,F ).

Proof. (1) If f ∈ N H∞
p (U,F ), then Tf ∈ Np(G∞(U), F ) with νp(Tf ) = νH∞

p (f)
by Proposition 3.10. Since Np(G∞(U), F ) ⊆ Ip(G∞(U), F ) with ιp(T ) ≤ νp(T )
for all T ∈ Np(G∞(U), F ) by [11, Corollary 5.24 (c)], it follows that Tf ∈
Ip(G∞(U), F ). Hence f ∈ IH∞

p (U,F ) with ιp(Tf ) = ιH
∞

p (f) by Proposition
3.5, and further ιH

∞
p (f) = ιp(Tf ) ≤ νp(Tf ) = νH∞

p (f).
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(2) Assume that F is finite-dimensional. If f ∈ IH∞
p (U,F ), then Tf ∈

Ip(G∞(U), F ) with ιp(Tf ) = ιH
∞

p (f) by Proposition 3.5. Hence Tf ∈ Np(G∞

(U), F ) with νp(Tf ) = ιp(Tf ) by [11, Theorem 5.26]. It follows that f ∈
N H∞

p (U,F ) with νH∞
p (f) = νp(Tf ) by Proposition 3.10, and so νH∞

p (f) =
ιH

∞
p (f). �

In general, a bounded-holomorphic ideal IH∞
does not coincide with

I ◦ H∞ as we see below.

Example 3.16. The ideal H∞
w of locally weakly compact bounded holomorphic

mappings does not coincide with W ◦H∞. For example, let D̊ be the open unit
disc in C, and let f : D̊ → c0 be the mapping defined by f(z) = (zn)∞

n=1. By
Example 3.2 in [17], f is in H∞

k (D̊, c0) but f is not in H∞
W(D̊, c0). Hence Tf

fails to belong to W(G∞(D̊), c0) by [17, Proposition 3.4 (b)]. So by Theorem
2.4 f is not in W◦H∞. The same example shows that in general H∞

k 
= K◦H∞

(see Example 3.3 in [2]).

4. Dual Ideal of Bounded Holomorphic Mappings

According to [19, Section 4.4], the dual ideal of an operator ideal I is defined
by

Idual(E,F ) = {T ∈ L(E,F ) : T ∗ ∈ I(F ∗, E∗)} ,

where E and F are Banach spaces and T ∗ is the adjoint operator of T . It
is well known that Idual is also an operator ideal. Moreover, if (I, ‖·‖I) is a
normed or Banach operator ideal, then Idual is so equipped with the norm

‖T‖Idual = ‖T ∗‖I .

In order to introduce the concept of bounded-holomorphic dual of an
operator ideal, we will first need a holomorphic variant of the concept of adjoint
operator between Banach spaces.

Definition 4.1 [4,21]. Let E,F be complex Banach spaces and U be an open
subset of E. The transpose of a bounded holomorphic mapping f : U → F is
the mapping f t : F ∗ → H∞(U) defined by

f t(y∗) = y∗ ◦ f (y∗ ∈ F ∗).

It is easy to show (see, for example, [14, Proposition 1.11]) that f t is a
continuous linear operator with ||f t|| = ‖f‖∞. Moreover, f t = J−1

U ◦ (Tf )∗,
where JU : H∞(U) → G∞(U)∗ is the isometric isomorphism defined in Theo-
rem 1.1.

Definition 4.2. Given an operator ideal I, the bounded-holomorphic dual of I
is the set

(IH∞
)dual(U,F ) =

{
f ∈ H∞(U,F ) : f t ∈ I(F ∗,H∞(U))

}
.
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If (I, ‖·‖I) is a normed operator ideal and f ∈ (IH∞
)dual, define

‖f‖(IH∞ )dual =
∥∥f t

∥∥
I .

Next result assures that the bounded holomorphic mappings belonging
to the bounded-holomorphic dual of an operator ideal I are exactly those
that factorize through Idual. The proof of this fact mimics the proofs of its
polynomial version [6, Theorem 2.2] and its Lipschitz version [1, Theorem 3.9].

Theorem 4.3. Let I be an operator ideal. Then the transpose f t of a bounded
holomorphic mapping f belongs to I if and only if f admits a factorization
f = T ◦ g where g is a bounded holomorphic mapping and the adjoint operator
T ∗ of the bounded linear operator T belongs to I, that is,

(IH∞
)dual = Idual ◦ H∞.

Moreover, if (I, ‖·‖I) is a normed operator ideal, then

‖f‖(IH∞ )dual = ‖f‖Idual◦H∞

for all f ∈ (IH∞
)dual.

Proof. Let f ∈ (IH∞
)dual(U,F ). Then f ∈ H∞(U,F ) and f t ∈ I(F ∗,H∞(U)).

By Theorem 1.1, there exists Tf ∈ L(G∞(U), F ) such that f = Tf ◦ gU . Since
(Tf )∗ = JU ◦ f t ∈ I(F ∗,G∞(U)∗), the ideal property of I yields that Tf ∈
Idual(G∞(U), F ). Hence f ∈ Idual ◦H∞(U,F ) with ‖f‖Idual ◦H∞ = ‖Tf‖Idual

by Theorem 2.4, and this proves the inclusion

(IH∞
)dual(U,F ) ⊆ Idual ◦ H∞(U,F ).

Furthermore, we have

‖f‖Idual◦H∞ = ‖Tf‖Idual = ‖(Tf )∗‖I =
∥∥JU ◦ f t

∥∥
I

≤ ‖JU‖ ∥∥f t
∥∥

I =
∥∥f t

∥∥
I = ‖f‖(IH∞ )dual .

Conversely, let f ∈ Idual ◦ H∞(U,F ). Then there are a complex Banach space
G, a mapping g ∈ H∞(U,G) and an operator T ∈ Idual(G,F ) such that
f = T ◦ g. Given y∗ ∈ F ∗, we have

f t(y∗) = (T ◦ g)t(y∗) = y∗ ◦ (T ◦ g) = (y∗ ◦ T ) ◦
g = T ∗(y∗) ◦ g = gt(T ∗(y∗)) = (gt ◦ T ∗)(y∗),

and thus f t = gt ◦ T ∗. Since T ∗ ∈ I(F ∗, G∗) and gt ∈ L(G∗,H∞(U)), we
obtain that f t ∈ I(F ∗,H∞(U)). Hence f ∈ (IH∞

)dual(U,F ) and this shows
that

Idual ◦ H∞(U,F ) ⊆ (IH∞
)dual(U,F ).

Moreover, we have

‖f‖(IH∞ )dual =
∥∥f t

∥∥
I =

∥∥gt ◦ T ∗∥∥
I

≤ ∥∥gt
∥∥ ‖T ∗‖I = ‖g‖∞ ‖T‖Idual ,
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and taking the infimum over all representations T ◦ g of f , we conclude that

‖f‖(IH∞ )dual ≤ ‖f‖Idual◦H∞ .

�
Theorems 2.1, 2.2, 2.6 and 2.7 in [14] can be deduced from our preceding

results.

Corollary 4.4. Let I = F ,F ,K,W. Then a bounded holomorphic mapping be-
longs to H∞

I (U,F ) if and only if its transpose belongs to I(F ∗,H∞(U)).

Proof. We have

H∞
I = I ◦ H∞ = Idual ◦ H∞ = (IH∞

)dual,

where the first equality follows from Proposition 3.3, the second from [19,
Proposition 4.4.7] and the third from Theorem 4.3. �

With a proof similar to the above but replacing [19, Proposition 4.4.7] by
[11, Theorem 5.15], we obtain the following result on 1-integral holomorphic
mappings.

Corollary 4.5. A bounded holomorphic mapping belongs to IH∞
1 (U,F ) if and

only if its transpose belongs to I1(F ∗,H∞(U)). �
Regarding dual ideals, general representation theorems using topological

tensor products provide useful tools for the linear case, even for the Lipschitz
and multilinear cases. For future research, it would be interesting to study
a holomorphic analog for this kind of dual representations. It could provide
another point of view more in the direction of the Defant–Floret book [10]
focusing on tensor products, which could open the door to more general ap-
proaches.
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Universidad de Almeŕıa
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