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Abstract

In this paper, for 0 < m; < m(z) < mo and positive parameters A and p, we
study the existence of positive solution for the quasilinear model problem
|Vul? .
—Au + = A1+ u)? Q,
u+ m(z) T u (14 u) in
u=0 on 0€2.

We prove that the maximal set of A\ for which the problem has at least one
positive solution is an interval (0, A*], with A* > 0, and there exists a minimal
regular positive solution for every A € (0, A*). We also prove, under suitable
conditions depending on the dimension N and the parameters p, mi, mso, that
for A = \* there exists a minimal regular positive solution. Moreover we char-
acterize minimal solutions as those solutions satisfying a stability condition in
the case m1 = mo.

Keywords: Gelfand problem, quasilinear elliptic equations, quadratic
gradient, stability condition, extremal solutions

1. Introduction

Let 2 be an open and bounded set in RY (N > 3) and A > 0. We study the
existence of positive solution for the following problem

—Au+ H(x,u, Vu) = Af(u) in Q,
(Px)
u=0 on 012,
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where f is a continuous nonnegative function in [0,+oc0) with f(0) > 0 and
H is a Carathédory function defined on Q x [0, +00) x RV, ie. H(-,5,&) is a
measurable function for every (s, &) € [0, +00) x RY and H(x, -, ) is a continuous
function for a.e. x € Q.

We point out that (Py) provides a general framework including, as a particu-
lar case, semilinear problems which have been studied in the literature. Namely,
motivated by different applications (thermal self-ignition in combustion theory
[18], temperature distribution in an object heated by a uniform electric current
[19, 20], etc.) there is a vast amount of works, among others [4, 13, 15, 21],
concerned with the problem

—Aw = A\f(w) in Q,
(1.1)
w =70 on df,

where f is a smooth function satisfying f(0) > 0, f/(0) > 0 and f"(s) > 0 for
every s > 0. Specifically, for a general linear second order differential operator
and a nonlinearity f depending also on z € €, it is proved in [15] that there
exists a parameter \* > 0 such that problem (1.1) has a minimal classical
solution wy € C%(Q) provided that 0 < A < A*, and no solution if A > A\*. The
set {wy : 0 < X < A*} is a branch and w), is increasing in A. These results have
been extended in [21] to the case in which f is only assumed to be strictly convex.
In addition, it is proved that the pointwise limit w*(x) := limy_,x+ wx(x) is also
a weak solution (usually called extremal solution) of (1.1) with A = A*. To
prove this, it is essential the fact that the minimal solutions w) are stable, i.e.
they satisfy

/ V| > )\/ f'(wy)¢?  for every ¢ € Hy (D).
Q Q

Observe that the above condition is nothing but the nonnegative definiteness of
the second variation in w = w), of the associated energy functional

Eatw) = [ (390l -ar@). P =7

In addition, it implies that the least eigenvalue of —A — \f’(w)) is nonnegative
(see Proposition 1.2.1 in [16]). Even more, for 0 < A\ < A\* it is always positive
and, as it was point out in [15, Proposition 2.15], this fact is also important to
prove that an equilibrium solution for the corresponding parabolic problem is
stable. Moreover in [21, Théoréme 1 and Proposition 1] it is proved that this
characterizes the minimal regular solutions.

This stability condition plays also a crucial role in order to study when the
extremal solution w* is regular. Indeed, it can be used to show that, for a
few values of N, wy is bounded in C(Q) uniformly in A € (0,\*) and then
w* € L*(Q). This has been proved in the case f(s) = e® (Gelfand problem)
for 3 < N < 10 (see [15, Example 1.12]) and f(s) = (1 + s)? with p > 1
and 3 < N < 4+4+2(1—1/p)+4y/1—1/p (see [15, page 213]). The cases of



nonlinearities f having an asymptote like f(s) = 1/(1—s)¥, with k > 0, are also
covered in [21]. A characterization of singular H! extremal solutions appears in
[13] in terms of the stability condition, pointing out that the stability condition
is a version of the classical Hardy inequality. In fact, an improved inequality
with best constant, generalizing the classical Hardy and Poincaré inequalities is
used in that paper to determine, in some particular cases, the dimensions for
which any H'! extremal solution is singular. Regularity of extremal solutions of
semilinear elliptic problems up to dimension 4 has been proved in [14].

For clarity, we present in this introduction the results only in the particular

case ,
—Au+ m(x) |1V—|it|u = A1+ w)? in Q,

u=0 on 012,

(1.2)

with 0 < m; < m(x) < my < p and 1 < p. The reader is referred to Theo-
rems 3.1, 4.4, 4.6 and 4.7 below for the corresponding results for the general
problem (Py). The study of general quasilinear problems with quadratic growth
in the gradient Vu like (1.2) provides a suitable unified framework for all the
previously cited results. In fact, it handles as a particular case, taking my = 0,
the problem (1.1) for f(s) = (1 + s)? with p > 1. Moreover it also handles, at
least formally, the cases f(s) = e® and f(s) = 1/(1 — s)*, with k& > 0. Indeed,
if w is a positive solution of

—Aw = \e¥ in Q,
w=20 on 012,

then the function w given by the change w = In(1 + u) solves (1.2) in the par-
ticular case m(z) = 1 and p = 2. Similarly, via the change w =1 —1/(u + 1),
solutions of the equation —Aw = A\/(1 —w)* (k > 0) are related to solutions of
(1.2) with m(z) =a+1and p=ak+ a+ 1.

Notice that the quasilinear differential operator in (1.2) falls into the frame-
work of the pioneering works by Boccardo, Murat and Puel [9, 10]. They have
extensively studied this operator confronted with a right hand side not depend-
ing on u. The case in which the right hand side is nonlinear has been less
studied. A power-like right hand side has been studied by Orsina and Puel in
[22] and recently in [2], [11]. In [5] and [6] are proved some comparison principles
for general differential operators including the left hand side of the equation in
(Py) if H(x,s,£) is non decreasing in s. However, in order to deal with the
model problem (1.2), where H(z, s, ) is decreasing on s, we prove a comparison
principle for positive solutions including this case (see Section 2).

We show that the solution set of problem (1.2) behaves as in the semilinear
case described above. That is, we give sufficient conditions on m1,ms and p in
order to show the existence of A* > 0 such that (1.2) admits a minimal solution
uy if 0 < A < A* and no solution if A > A*. In order to prove the existence of
the minimal solutions we use the quasilinear comparison stated in Section 2.



As regard to the extremal solution, in order to prove that the minimal solu-
tions are bounded in Hg(£2) uniformly in A € [0, \*), we need to generalize the
stability condition. Specifically, if p > my > mq > 1, we prove that

[1wop > 2=l [y
Q Q

m2—1

for every ¢ € H} ().

As in the semilinear case, this extension of the stability condition is the
keystone to prove, for 0 < A < A\* and (p — m2)(my + 1) > zfj, a uniform
estimate in the Sobolev space of the minimal solutions and as a corollary the
existence of extremal solution u* of (1.2) with A = A*. In the particular case
m1 = mg we show that the above inequality characterizes minimal solutions
(see Theorem 4.6). We point out that, up to the authors’ knowledge, stabil-
ity condition is unknown in the literature of quasilinear elliptic equations with
quadratic growth in the gradient. We remark that problem (1.2) does not have
variational characterization.

Moreover, we establish whether v* is regular (i.e. u* € L*>(2)) in terms of
N,p,my and msy. We gather the results for (1.2) in the following theorem.

Theorem 1.1. Assume that 1 < my < m(x) < mg < p. Then there exists
A* > 0 such that (1.2) has a minimal regular solution uy for every A < A* and
no solution for every A > A*. Moreover, if (p — ma)(mi + 1) > Z?j then
w* = limy_\+ uy is an extremal solution. Fven more, u* is regular if

(p—m2)(m1 — 1) 4(my —1) [p—mq
BN <4t 2 S e [ERE (1.3)

We point out that in the case m; = ms the condition m; > 1 can be
overcome (see Remark 4.9 below).

Notice that, the particular case p = 2 and m(x) = 1, which, as it has
been observed, handles the Example 1.12 of [15] (Gelfand problem), the above
condition (1.3) it is nothing but 3 < N < 10. If mg = 0, the dimension condition
is3< N <4+2(1—-1/p)+4y/1—1/p (see [15, page 213]). Other particular
case (related to —Aw = A/(1 —w)* (k> 0)) is p= ak+a+1and m(z) = a+1

where condition (1.3) reduces to 3 < N < 4% +2+4 kiﬂ Therefore,

Theorem 1.1 is an extension of the cited semilinear results of [15].

The plan of the paper is the following: in Section 2 we deduce a comparison
principle for the general problem (Py). In Section 3 we prove the existence of a
minimal solution of (Py) for A in a bounded interval and the extension of the
stability condition for such minimal solutions. Section 4 is devoted to study the
properties of the minimal solutions and the existence as well as the regularity
of the extremal solutions.

Notation. As usual for every s € R we consider the positive and negative
parts given by st = max{s,0} and s~ = min{s,0}. We denote by T}, the usual
truncature function given by Ty(s) = min{k, st} + max{—k,s™}, for every
s € R. We denote by || the Lebesgue measure of a measurable set € in RY.




For 1 < p < +o0, |lull, is the usual norm of a function u € L? (). We equipped

1/2
the standard Sobolev space H} () with the norm |ju|| = (/ |Vu|2> . We
Q

denote by S = sup{|lul|2~ : ||u|| = 1} the Sobolev embedding constant (2* =
2N/(N—2)). By A1 (respectively, ¢1) we also denote the first positive eigenvalue
(respectively, eigenfunction) of the Laplacian operator —A with zero Dirichlet
boundary conditions.
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2. A Comparison principle

In this section we state a comparison result for the following quasilinear
elliptic boundary value problem

—Au+ H(z,u, Vu) = d(x) in
(2.1)
u =0 on 9N,

where 0 < d € L'(Q) and H is a nonnegative Carathédory function defined on
Q x [0, +00) x R such that

H(z,s,t&) =t?H(z,5,£), Vs>0, VtcR, VEcRY ae. z€Q. (22

Moreover, we assume that there exists a continuously differentiable positive
function g : [0, +00) — R satisfying

0<g(s)¢]* < H(z,s,E), Vs>0,VteR, V€€ RY, ae. z€Q. (2.3)

In the sequel, we denote by G the primitive of g given by G(s) = f(f g(t)dt for
every s > 0.

We say that 0 < u € H(Q) is a supersolution for (2.1) if H(x,u, Vu) €
LY(9) and

[vavor [ Heavwo= [ dwo.
Q Q Q
for every ¢ € H}(Q) N L>(Q). Analogously we say that 0 < u € H}(Q) is a

subsolution for (2.1) if H(x,u, Vu) € L' (2) and the reverse inequality holds. If
u € H}(Q) is a sub and a supersolution, then u is called a solution of (2.1).



Theorem 2.1. Assume that H satisfies (2.2), (2.3) and that there exists 6 > 0
such that

00, H(z,5,€) + 09() H(z5,€) ~ 01g'(5) + 9] €
- 112000~ e (@5, O 20, (24

for a.e. x €9, every s >0 and &€ € RN, If vy, vy are respectively a sub and a
supersolution for (2.1) with vy € L (), then v; < vs.

Remark 2.2. We remark explicitly that, in contrast with the comparison prin-
ciple stated in [3] for a general quasilinear elliptic differential operators in diver-
gence form, we do not require that H to be independent on = € 2. Moreover, we
do not impose the (increasing) monotonicity of H with respect to s as in [5, 6].
In the particular case H(z,s,£) = h(z, s)|€]? then (2.2) is trivially satisfied and
(2.3)-(2.4) reduces to the existence of g, 6 such that for every s > 0, a.e. x € Q,
0 < g(s) < h(z,s) and

0 <00, (h(z,s) = g(s)) + (h(x,s) — g(s)) (1 +0)g(s) — h(z,5)).  (2.5)
Observe that if g(s) — h(x, s) is decreasing in s, then (2.5) is satisfied.

Remark 2.3. Existence of solution for (2.1) is known from [9, 10], the previous
theorem shows that this solution is unique.

Proof. We consider the C*-function ¢ defined in [0, 4+00) by ¥ (s) = [; e~ “("dr
for each s > 0. Observe that 1 is increasing with decreasing derivative 1)’
and that ¢(s) < s, for every s > 0. Thus w = ¥(v1) — ¥(v2) € H(Q) and
wt € HE(Q). If n is the integer part of § + 1, we denote also S(w) = w™.
Taking ¢'(v1)S(w™) (respectively, 1'(v2)S(w™)) as test function in the inequal-
ity satisfied by v, (respectively, vs), subtracting the resulting inequalities and
taking into account that ¢’ is non increasing, S is increasing with S(0) = 0,
d(xz) > 0 and (2.2), we obtain

0 Z/Q [0 (1) Vo1 |* 4+ H(z,v1, Vo )o' (v1) — " (v2)|Voa|?

— H(z,v2, Vo)’ (v2) | S(w™) + /Q S (wh) [¢ (v1)Vuy — ¢ (v2)Vug] - V™
:/ {?/J"(MNVZZJ(W)F+H($701,V¢(v1))¢'(01)
Q Y’ (v1)?
()| V()P + H(,vs, V(v2))W (02) ] o & ) [Tt 2
s s+ [ swniwer
_ o [ &[S+ Hx, s, (s) e
_/{w>0}5( )/o dt[ V'(s)? }dﬁ/{wo}'v e

where s = = (ty(v1) + (1 — t)(v2)) and n = tVep(vy) + (1 — t)Vp(vg). After




computing the above derivative, we derive that

/{w>0} wS(w)/Ol (wl//(S)w;EJf25;42wll(8)2|77|2> a
o st [ (HE A O B o W)

s)4
), ' yg(s) |
+/{w>0} S(w) ; w’(s)QQn det+/{w>0} S(w)/o w/(8)28§H(x,s,n) Vwdt

+/ |Vw|2S' (w) < 0.
{w>0}

Multiplying by § = £ and using Young inequality in the set {w > 0}

n

st (L + 2 o s,n>) w] < P25/ ()| Vul?

_|_

Y (s) ?
45’ ‘w 2 sy

| 0cH (x,5,1)

)

we get

/{w>0} /01 (1 —0)S' (w)|Vw|*+

i OsH (x,5,m)V'(s)* — H(z,s,my"(s)¢'(s) | " (s)¥'(s) — 2¢"(s)*|
OwS(w) ( V(s + P (s5) ul
S2(w*) | ¥"(s) Y'(s)
TS [ )2
Taking into account the definition of ¢y and S and using the variational charac-
terization of A1, we have

/ / G1— 5y
{w>0} ’I’L+1)

W( E [98 H(z,s,1) + 0g(s)H (z,5,1) = 6(g'(s) + 9(s))Inf?

2
dt <0.

50cH (z,5,1)

1
= 7 [20(s)n — OcH (x,5,m)|” |dt < 0.

By (2.4), this implies that w™ = 0; i.e. v; < vy and the proof is finished. O

Remark 2.4. Observe that Theorem 2.1 assures the uniqueness of bounded
solution u € H}(Q) for (2.1). Moreover, the same conclusion holds, arguing as
in the proof with S(Tj(w™)) instead of S(w™), if we suppose that

lim EmHVw|? = 0.

k—oc0 {w+2k}



This occurs, for example, in the case n = 1, which correspond to 0 < 6 < 1 and
S(w) = w in the previous proof.

3. Minimal solutions and stability condition

Let H be a Carathéodory nonnegative function in Q x [0, 400) X R satisfying
(2.2) and assume that there exists M > 1 and a C' nonnegative function g such
that

g(s)I€* < H(z,5,€) < Mg(s)|€], 3.1)

for every x € 0, s > 0, £ € RV. Let also f be a continuous function in [0, +00)
with f(0) > 0.

We show the existence of a parameter A* such that problem (P)) has a
solution if A < A* and no solution provided that A > A\*. Recall that u € H{ ()
is a solution if v > 0 in Q, H(x,u, Vu) € L*(Q), f(u) € L*(Q) and

/QVUVQS+/QH(x,u,Vu)¢:A/Qf(u)QS, (3.2)

for every ¢ € H(2) N L>®(Q)). We say that a solution u € H}(Q) of (Py) is
regular if, in addition, u € L>®().

Theorem 3.1. Let H be a Carathéodory nonnegative function in Qx[0, +00) xR
satisfying (2.2), (2.4) and (3.1). Let also f be a derivable, strictly increasing,
nonnegative function in [0,4+00) with f(0) > 0 such that ﬁ € L'(0,+00).
Assume that f'(s)|£|? — H(x,s,€)f(s) is an increasing function in s for every
x € Q, and that there exist a positive constant ¢ such that (recall that G is a
primitive of g)

(s)e MG

FLE S TEr (3:3)
and .
‘]{2((?) ‘ <c(l4++/9g(s)), ¥s > 0. (3.4)

Then there exists \* € (0,400) such that (Py) admits a bounded minimal solu-
tion uy for every A € (0, \*) and no solution for A > \*.

Remark 3.2. In the particular model case H(z,s,£) = h(z, s)|¢]? with g(s) <
h(z,s) < Mg(s) then H satisfies (2.2) and (3.1), while condition (2.4) is reduced
to (2.5). Moreover, f’(s)[£|? — H(x,s,£)f(s) is an increasing function in s for
every x € Q whenever f/(s) —h(x, s)f(s) is an increasing function in s for every
x €L

Remark 3.3. We point out that the independence of hypotheses (3.3) and (3.4)
in the above theorem. Indeed, the proof of the existence of solution for small A
only requires hypothesis (3.4) (i.e., it does not use (3.3)). On the other hand,
the nonexistence of nontrivial solution for large A only uses (3.3).



Remark 3.4. In the semilinear case (H = 0), condition (3.3) is reduced to the
standard condition liminfs_, f(s)/s > 0. This superlinearity hypothesis on
f may also be a sufficient condition for (3.3) for some cases of a general H. For
example, this is true if H(z,s,£) = c[¢]?/(1+s) with 0 < ¢ < 1. When ¢ > 1
in the above example, the superlinear condition on f has to be strengthened.
Specifically, (3.3) holds true provided that lim,_, 1 f(s)/s¢ > 0 (respectively,
lims 100 f(8)/(slns) > 0) if ¢ > 1 (respectively, ¢ = 1).

Remark 3.5. Observe that if f(0) > 0 then (3.4) is verified for small s > 0.
Moreover, since f is increasing, liminf,_, f'(s)/f?(s) = 0 (note that f’/f? is
f'(s)

S

integrable with primitive —1/f). Thus, if the function f;(s) has limit at infinity,
then f verifies (3.4) at infinity.

Proof. First, we show that (3.3) implies that (Py) has no positive solution for
A > A1 /ey for some positive constant ¢;. Even more, for these A’'s we prove that
(Py) has not a supersolution @ € H{ (). Indeed, let w € H{ () be satisfying
f@), H(z,u,Vu) € L'(Q) and

/QVHV¢>+/QH($,E,VH)¢ZA/Qf(ﬂ)gb, (3.5)

for every ¢ € HL() N L=(Q). The function ¢ = e~ MET@) gy, helongs to
HY(Q) N L>(Q) and we can take it as test function in (3.5) to get, using (3.1),

/ Vﬂv¢le—MG(Tk(ﬂ))+/ H(z, 7T, Vﬂ)e—MG(k)(bl > )\/ f(ﬂ)e—]VIG(Tk(ﬂ))(bl.
£ {u>k} Q

By the Lebesgue dominated convergence theorem, taking limits as k tends to
00, we have

/ VaVee M6 > >\/ f@)e M@,
Q Q

Using that f > f(0) > 0 and (3.3), there exists a positive constant ¢; such
that f(s)e M%) > ¢y [7eME M) dr, for every s > 0. Consequently, if z(z) =

u(x) B
/ e MG gy then f(w)eME® > ¢z, Observing that z belongs to HA (1),
0

this means that
/\1/Z¢1 = VZV¢1 2/\01/2%’
Q Q Q

i.e. A1 > c1 A, as desired.

In particular, if we consider the set A of these A > 0 for which (P)) has a
solution, we have A C [0,A1/c;) and therefore A is bounded. In addition, A is
an interval. In fact, we observe that if 0 < p € A, then (P,) has a solution
w € HY(Q). For every fixed A < u, we claim that A € A, i.e. that problem (Py)
has a bounded supersolution @ € H{(£2). To verify it we follow closely [12] and

define h(s) = f(f %, which is continuous and strictly increasing. In addition,



it is also bounded since (15) € LY(0,+00). We take ®(s) = h_l(%h(s)) and

we will show that w = ®(w) is the desired bounded supersolution. To prove
it, we first observe that @ € H}(Q) N L>(2), (which clearly also implies that
f(@),g(m)|Vul? € L*(Q) and thus, by (3.1), that H(x,u,Vu) € L()). Indeed,
by the boundedness of &, w € L°°( ). Smce NONS L°°(0 +00), we deduce that

1EW) ¢ 122(Q) and that

va=21CWlg, ¢ p2(q),

po f(w)
from which, using that ®(0) = 0, we obtain w € HO (Q) N L> ().

Now, by (3.4), if ¢ € H§(2) N L=(Q), then L300 ¢ € HJ(02) N L®(Q) and

/VuV¢+/Hm u, Vu)p = / VwV¢+/Hx O (w), ' (w)Vw)ep
- /Q F () (w)o - /Q H(z, w, Vi)' (1)
= [ @ @vuPo+ | H o). @ w T

—A/ f@o+ [ 1@ 0(w),#(w)Vu)
H(z,w, Vw)®'(w) — " (w)|Vw|*] ¢
To conclude that @ is a supersolution for (Py), it is enough to show that
H(z,®(w),® (w)Vw) — H(z,w, Vw)®' (w) — " (w)|Vw|? > 0.
By (2.2) this is equivalent to prove that

£ @) T~ H (e @), Vo) F@(w))] < £ ) Vw0, Vu)f(w)

Since % < 1 and ®(s) < s, this is deduced by the hypothesis imposed on the
monotony of f/(s)|£]? — H(x,s,&)f(s).

On the other hand, since f(0) > 0, up = 0 is a (bounded) subsolution of
(Py). For an integer n > 1, we define by induction w,, as the unique positive
and bounded solution of

(3.6)

—Aup, + H(z,tun, Vuy) = Af(up—1(z)) €9,
u, =0 r € 0.

The existence of u,, is guaranteed in [9]. Observe that the uniqueness can be
deduced from Theorem 2.1. Moreover, if u,_1(x) < @(z) a.e. x € , using that
f is increasing, we deduce that f(u,—1(z)) < f(u(x)) a.e. z € Q and Theorem
2.1 allows to conclude that u,, < u. Therefore, since uy < @, we have inductively

10



that u, < @ for every n > 0. Even more, if u,_1(z) < up(z) ae. 2 € Q we
deduce again from Theorem 2.1 that w, < u,41. Thus, since ug(z) < ui(x) a.e.
x € ) we have that

In particular, u,, is converging almost everywhere in {2} to some wu) satisfying
0 <up, <ux <uand |Juy| < ||T|so for every n € N.
Taking w,, as test function in (3.6), and using that H is positive, we obtain

/Q (Vtin 2 < AL ([l o0) ] o 2)-

Therefore, u, weakly converges to uy in H}(2) and the convergence is strongly
in L9(Q) for 1 < ¢ < 2*. The compactness of u,, is a consequence of Lemma 4
in [10] which implies that u) is a bounded solution of (Py) and, consequently,
A is an interval.

We point out that it has been proved that if 4 € A and A € (0, ), then
(Py) has a bounded solution uy € H{(f2). In addition, observe that, by the
previously cited comparison principle, every solution w € HE () of (Py) satisfies
that 0 < u,, < w for every n > 1. This implies u) < w and it proves that u) is
the minimal solution of (Py).

To conclude the proof we only have to prove that A is not empty. Indeed,
by Remark 2.3, let z € H}(Q) N L>(Q) be the unique solution of the problem

—Az+ H(z,2,Vz)=1 1z €,
z=0 x € 0N.

Clearly, there exists € > 0 such that if A € [0,¢), then Af(2(z)) < 1in Q, so
that z is a bounded supersolution of (Py). Using again the iterative scheme
(3.6) with z playing the role of u, we deduce the existence of a solution of (Py).
Hence, the set A contains the interval [0, ) and it is not empty. O

Remark 3.6. In the previous proof we have proved that if f is a continuous
and strictly increasing function with f(0) > 0 and @ is a bounded supersolution
of (Py), then the limit of the sequence u,, given by (3.6) is the bounded minimal
solution uy of (Py) for every 0 < A < X. As a consequence, uy(z) is increasing
in A. Moreover, if w € H}(2) is a solution for (P,) then there exists such a
bounded supersolution 7 for every A < p and 7 < w.

In the following lemma we prove a condition satisfied by minimal regular
solutions.

Lemma 3.7. Assume that H satisfies (2.2), (3.1) and there exists 0 < 7 < 1
such that

(1—7) [0:H (x,5,6) + Mg(s)H (w,s,6) — (Mg'(s) + Mg(s)*)|€[*] +

% |—2Mg(s)€ 4+ e H(z,5,6)[> <0.  (3.7)

11



If u is a minimal regular solution of (Py), then
1 2 U _ 2
= [ Vo= [ (17 = Mg ) ¢ (38)

for every ¢ € H}(Q2).

Remark 3.8. In the particular case H(x,s,£) = h(z, s)|€]?, (3.7) reduces to
0> (1—=7)0 (h(x,s) = Mg(s)) + (h(z,s) = Mg(s)) (h(z,s) = TMg(s)) .

We observe that a sufficient condition is that 0, (Mg(s) — h(x,s)) > 0.

Remark 3.9. Observe that (3.8) plays the role of the stability condition of the
semilinear case (see Theorem 4.6 below).

Remark 3.10. If [{z € Q: f'(u(zr)) — Mg(u(z))f(u(x)) > 0} > 0, then in-
equality (3.8), with 7 = 1, means that A [f'(u) — Mg(u)f(u)] > A, where
A1[d(z)] denotes, for d(z) € LI(Q) (¢ > N/2), the first positive eigenvalue
associated to the weighted eigenvalue problem:

—Au=XM(z)u =z €,
u=0 x € 0.

This occurs in particular, if f/ — Mgf is strictly increasing and nonnegative
and u = u) is a minimal bounded solution of (Py) with A € (0, \*]. Moreover,
if A < A\*, then we can show that A; [f'(uyx) — Mg(uyx)f(ux)] > A. Indeed, by

Remark 3.6, we have 0 < uy < uy, for every 0 < A < A < A*. Therefore, using
that f’ — Mgf is increasing, we get

A [f (un) = Mg(un) f(un)] = M [f(ux) — Mg(uy) f(ug)] =X > A

Proof. Observe that u = lim, o u,. We define (s) = fos e~ MG dr for every
s > 0. Choosing ¢9'(u,) as test function in the equation satisfied by u, and
@Y’ (u) in the equation satisfied by u and subtracting them we obtain

/ Vv =\ / [ () (1) — F(un1)' (un)] 6
Q Q
B / [— Mg(u)|Vul® + H(z,u, V)| ¢’ (u)
+ /Q [ — Mg(un)|Vu,|* + H(z, up, V)| o0 (uy,)

where w = ¥ (u) — ¥(u,) € H (). For any ¢ € C$°(2) and § > 0 we can take

12



’ (u)d) (u) f(un 1)"[/’ (un) that

w48

as test function to obtain, denoting hs(z) :=

w46

2 ¢ 2
)\/Qh[;(x)qb =2 | Vv - / D 2|Vw|
/w" w)|Vip(u)|* + H(z,u, Vip(u))d' (u)  ¢°

V' (u)? w+0
/w" W)V (un)? + H (2, un, Vo (un))Y (un) ¢
O (un)? w+0
¢
-2 +5V wV ¢ — / +52|Vw|2

/w+6/ 4 (LU EH eV 9)

where s = ¢~ (th(u) + (1 — )b (uy,)) and 77 =tVy(u)+ (1 —1t)Vi(uy). Observe
that, from Young inequality we have ‘2 VquzS‘ \V¢|2 + T$|Vw\2.
Thus

2 l 2 _ L 2
3 st <2 [ 9ok + 1) [ vl
& d (W Hsm (s)
s [ )

Qw46 P'(s)?
By computing the above derivative, this inequality reduces to
A st <t [wor -y [ S C v (39)
Q - TJa o (w+6)? .
/ *w [P —[Mg'(s) + M>¢*(s)]|n|* + OsH (w, 5,m) + Mg(s)H (x,s,1)
+ dt
aw+d Jo P'(s)?

Y Vw [ —2Mg(s)n + 8§H(x,s,n)>
2 dt.
" /{w>0} ¢ /0 w+ 0 < P'(s) '

In the case 7 < 1, taking into account that

1

tia-n

P'(s)

13

—2Mg(s)n + ¢ H (x, 5,1m) |
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we can assure that

2 _ 1 2
s [ ot < - [ (9o (3.10)

/ P*w /1 [=My'(s) = M2g*(s)][nl* + O, H (x,5,m) + Mg(s)H (w,5,m)
{w>0} W +4

IO
2 ! 1 2
*/{Mﬁ | <4<1—r> )‘“'

21///(3)77 + 8§H(xa S, n)w/(s)
By (3.7) we have

P'(s)?
—[My'(s) + M?g*(s)][nl* + 0 H (x, 5,m) + Mg(s)H (w, 5,m) < 0.
Thus, by Fatou lemma, taking limits as § goes to zero in (3.10), we deduce that

)\/h Yp? < = /|v¢|2

+/ ¢2/ [_Mg ( ) — M292(8)]|77|2 + 55H(3375777) + MQ(S)H(%SW) dt
{w>0} 0

P (s)?
2 ! 1 ?
* /{w>0} ¢ /0 <4(1 —-7) ) ar

20" (s)n + O H (x, 5,m)¢'(s)
V'(s)?

where h(x) = f(“)w/(“)fquj“""l)’/"(""). In particular, using again hypothesis

(3.7), we obtain

0ot < < [ Vo

The above inequality is also deduced if 7 = 1. Indeed, (3.7) and (2.2) implies
that, in this case, H(x,s,&) = Mg(s)|£]? and (3.9) becomes

Aémm&séww.

Using that f is increasing and the generalized mean value theorem, we deduce
that

Q

fW)' () = f(un)d' (un)
P(u) = (un)
for some 6,, € [un,u]. Therefore, we obtain

/ Vo > A / (' (6) — Mg(6,)£(6,)) &

which, by taking limits as n — oo, implies
= [ 1ver = a [ 17 = Mgt )

for every ¢ € C§° (). Now, using that f'(u) — Mg(u)f(u) € L*>°(Q) and the
density of C§°(Q2) in HJ (), it yields (3.8). O

h((t) 2 = fl(en) - Mg(en)f(en) P
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4. Extremal solution

In order to study the existence of solution of (Py«), if uy denotes the minimal
solution of (Py) given by Theorem 3.1 for 0 < A < A*, we first give sufficient
conditions for the boundedness of uy in Hg ().

Lemma 4.1. Assume, in addition of hypotheses of Theorem 3.1 and Lemma 3.7,

et 2(f'(s) — Mg(s)f(s))e™
. s2(f'(s) = Mg(s)f(s))e”"®) 1
sgrlloo f(s) fos eGMdt =r> T (41)

Then the set {||U)\HH1 s A€ (0, )\*)} is bounded.

Remark 4.2. In the semilinear case (H = 0), condition (4.1) reduces to

sf'(s)

sigloo f(s)

=p>1,

which is satisfied for example if f(s) = e® or f(s) = (1 + s)P with p > 1. With
respect to quasilinear equations, hypothesis (4.1) is also satisfied in the following
cases:

o f(s)=e"% and H(z,s,&) = m(z)|£]* with 0 < my < m(z) <me < w. In

3 — — m2 — ma
this case, g(s) = mqi, M = T =

o f(s)=(1+s)? and H(z,s,&) = ™2 ¢]2 with 1 < my < m(z) <my < p

1+s
and (p —ma)(m1 +1) > 72 L. In this case, g(s) = mi/(1+s), M = m,
T = my—1
m271-

Proof. Observe that ¢(s) = e~ () IN e“Mdt satisfies ¢ (s) + g(s)p(s) = 1.
Thus, if we take ¢ = @(uy) as test function in (3.2) with u = uy, we obtain
from (3.1) that

/fu)\ (uy) /|Vu>\\ u,\)—l—/H(x,u)\,VuA)go(u)\)
/lVU,\\ "(un) + g(ux)p(un)] /|Vu,\|2.

Choosing ¢ = u, in the stability condition (3.8) satisfied by wuy, we get
/f (ux)p(ux) / [Vus|? > TA/[f’(UA) — Mg(uy) f(ur)]u3.
Q

By (4.1), there exists C' > 0 such that 72 Po(s)f(s)

IN

[f'(s)—Mg(s) f(s)]s*+

C, for every s > 0 and, consequently, we deduce that | f(uy)e(uy) (and hence

)

/ |Vuy|?) is bounded for A € (0, \*). O
Q
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Remark 4 3 We remark explicitly that in the above proof we have seen that
Jo J( ) is bounded for A € (0, \*).

Now, we give sufficient conditions to prove that there exists extremal solu-
tion.

Theorem 4.4. If, in addition to the hypotheses of Lemma 4.1, we assume that g
s bounded, then uy converges almost everywhere in ) as A — \* to a function
u* € H(Q) which is a (not necessarily bounded) solution of the quasilinear
problem (Py+).

Proof. By Lemma 4.1, uy is bounded in H{ (£2) and then there exists u* € Hg(Q)
such that uy weakly converges to u*. Now, we prove that u* is a solution of (Pyx)
dividing the proof in two steps. In the first one, we show that {f(uy) : 0 <
A < A*} is bounded in L(9). In the second step, we see that this boundedness
implies that u* solves (Py~).

Step 1: {f(ux) : 0 < A < A*} is bounded in L*(Q) and f(u*) € L'(Q).
Indeed, since g is bounded, if a > 0 is an upper bound of g, then the function
o(s) = [y e~ Jf9mdrge > 1 (1 — e=a%), for s > 0. In particular, for every fixed
so > 0 it follows that inf,>, ¢(s) > 0 and we have

/f ux)e(uy),
s>50

which, by Remark 4.3, implies that [, f(uy) is bounded for A € (0,\*). This
implies, using the monotone convergence theorem (the function A — wy is in-
creasing, see Remark 3.6) that f(u*) € LY(Q).

/f un) < FO]+ s

Step 2: u* is a solution of (Py~). First, taking T.(uy)/e as test function in
the equation (3.2) satisfied by u) we have
/ f(un).

/quA,VuA <)\/f

Using Fatou lemma when ¢ tends to zero, we obtain by Step 1 the boundedness
in L1(Q) of H(x,uy, Vuy), more precisely, ||H(z,uy, Vuy)|1 < [[\*f(u*)|1 for
every 0 < A < A*. Hence ||Af(ux) — H(z,ux, Vuy)|i < 2||2*f(u*)]]1. By [8,
Theorem 2.1], this assures that Vuy(z) = Vu*(z) (A — A*) almost everywhere
in Q. Then we can use again Fatou lemma as A goes to A* to get H(z,u*, Vu*) €
LY(Q).

Now, in order to verify that u* is a solution of (Py«), we closely follow
[7]. Taking a nonnegative function ¢ € H{(2) N L>°(Q) as test function in the
equation (3.2) satisfied by uy, we can apply again Fatou lemma to obtain

/QH(as,u*,Vu*)qﬁS)\*/Qf(u*)gb—/QVu*ng. (4.2)

16



On the other hand, taking the function eM[G(Tk(u"))=G(un)]l 4 a5 test function,
it follows that

/VU)\V¢@M[G(Tk(u*))_G(u>\)]
Q
+/ Mg(Tk(u*))eM'[G(Tk(u*))_G(uA)]VTk(u*)vu/\qb:
Q
—/H(QE,UA,VuA)eM[G(Tk(u*))—G(W)](ZS
Q

—|—/Mg(uA)eM[G(T’“(“*))_G(“*)]|Vu>\|2d)+)\/ Fluy MG =Gl g,
Q Q

By the weak convergence of uy to u* (as A — A\*) and the convergence of
eMIG(Tk () =Gur)] to MIG(Ti(u) =G in [2(Q) we have the convergence of
the left hand side of the previous identity to

/ T Ve MIG L) =Guw)] | / Mg(Th(u))eMET @D -CEIG T (") T 6.
Q Q

Thus, using (3.1) and once again by Fatou lemma in the right-hand side of this
identity, we get

/ Tt Ve MG (W) =G (u)]
Q
—|—/Mg(Tk(u*))eM[G(T’“(“*))_G(“*)]VTk(u*)Vu*qS
/H (2, 0", V)M IE T ) =G
/Mg ) MIGT () =Gl |7 (/>+A*/ F(u)eMIE@)) =G )],

Using that eM[G(Tk(u™))=Gu)] < 1 and passing to the limit in the previous
inequality as & — 400, the Lebesgue dominated convergence theorem implies

that
/52Vu*V¢+AH(m,u*7Vu*)¢2)\*/Qf(u )¢

which together to (4.2) implies

/QVU*VqﬁJr/QH(x,u*,Vu*)gb:/\*/Qf(u

for every 0 < ¢ € H(2) N L>(Q). O

Remark 4.5. By taking u) as test function in (3.2) with v = u), we have

/|Vu>\|2+/H(a:,u,\,Vu)\)u,\=>\/f(u,\)u)\
Q Q Q
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Thus, recalling that uy is bounded in H}(), in the case in which g(s)s is a
bounded function then f(u*)u* € L'(f).

We point out that since the constant M in (3.1) can be chosen arbitrarily
large, then the condition (3.8) can not be optimal in general.

Next result shows that if M = 1 in hypothesis (3.1); i.e., if H(z,s,£) =
g(s)[€]?, then we can extend the semilinear characterization of the minimal
solution as the solutions satisfying (3.8) with 7 = 1 (see [13]). A solution u €
HL(Q) of (Py) with H(x,s,€&) = g(s)|¢|? is called stable if it satisfies condition
(3.8).

Observe that, under the hypotheses of Theorem 4.4, the minimal solutions
ux(z) is increasing in A and converging to u*(x) almost everywhere in 2. Since
f'—gf is increasing, the monotone convergence theorem implies that u* satisfies
also the condition (3.8); that is u* is stable. We also prove that A\* can be
characterized as the unique possible value of A for which problem (P)) admits
a singular stable solution.

Theorem 4.6. Assume that H(x,s,&) = g(s)|€|* with g a continuous nonneg-
ative function and let f be a derivable function satifying (3.3), (3.4) and such
that f and f' — gf are strictly increasing positive functions. If u € HE(Q)
is a stable solution of (Py), then u is the minimal solution of (Px). In par-
ticular, if additionally u is singular, then A\ = X*. Moreover, if A = A\* and
1/f(u), f(u)u € L*(Q) then u = u* = limy_,x+ uy.

Proof. Let u € H}(Q) be a stable solution of (Py). We claim that u < v, for
any other solution v € H{(2) of (Py). Indeed, given ¢ € Hg(Q2) N L>(Q),
take eIk g and e~ C(Tr() ¢ as test functions in the equations satisfied
respectively by v and u. After passing to the limit as k tends to infinity we get

/vuvqse*G(v) :A/ f(v)e CWeg,
Q Q

and

/ VuVpe G = ) / f(u)e ¢,
Q Q

Subtracting both identities and choosing ¢ = wy = T (¢¥(v) — ¥(u))~ (with
P(s) = [y e~ ¢Wdt), it follows that

Jrvw? = A [ (7000 = fae ) .

Using that wy, < (¢¥(v) —1(u))” and passing to the limit when k goes to infinity
we obtain that w := (¢¥(v) — ¢¥(u))~ satisfies

/2 [Vl < A /Q ( F(v)e=C® f(u)e_G(“)) w.

¢
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Since u is a stable solution, / [Vw]? > X / (f'(u)—g(u) f(u))w?, and we derive
Q Q

that
[ [#@e e = e - (7w - gl f@)w] w = 0.

Q

Since f’—gf is strictly increasing, we observe that the integrand in the preceding
inequality is strictly positive. Indeed,

F@)eC0 — flu)e 0 — (u) — gl flw))w
- [ - gesnecWas - [ LA,
/() — () (w)

Vv—Uu

:/ [<f'<s> — g()f())eF — “’] ds

> [ = gt e -

=(f"(u) = g(u) f () [(Y(v) = ¢(u)) — w] =0,

and, consequently, we deduce that w = 0, or equivalently, ¥(v) > ¥(u). Us-
ing that 1 is an increasing function we obtain v > wu, proving the claim and,
therefore, u is the minimal solution for (Py).

Recalling that by Theorem 3.1, the minimal solution of (Py) for A < A* is
bounded, we also obtain that the unique parameter A for which (Py) may admit
a singular stable solution u is A = \*.

Finally, if A\ = \*, since u € H}(Q) is a (not necessarily singular) stable
minimal solution for (Py+), then, uy < u for every A < A* (see Remark 3.6) and
thus v* = limy_, x» uy < u. On the other hand, taking u) as test function in the
equation satisfied by u) and, using that g > 0 and that f is increasing, we get

[ vl < [ 19l g = [ o<y [ o

Therefore uy is bounded in H} () and thus u* € H}(2) and it is its weak limit
as A tends to A\*. Taking into account that v is the minimal solution for (Py)
then, in order to conclude that u* = u, it is enough to show that u* is actually
a solution for (Py-). This is a consequence of the integrability of f(u*) due to
the inequality

0< flun) < f(u) < flu)
with f(u) € LY(Q) (since u is a solution of for (Py)). O

A natural question arises: is the extremal solution bounded or not? In [15]
(see also [13, 21]), for the semilinear case, sufficient conditions are given to assure
that the extremal solution is bounded. We extend these sufficient conditions to
the quasilinear case.
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Theorem 4.7. Assume that hypotheses of Lemma 4.1 holds true with g bounded.
If, in addition,

G L ) = My(s)f ()]

s—+00 f'(s) - M’ s_ir_iloo f'(s [f’(s — g(s)f(s)] =u (4.3)

and

N <dr(l = Ma) + 2+ 4y/7(1 = Ma)[r(l = Ma) + p+a—1],  (44)

then the extremal solution u* given by Theorem 4.4 is bounded.

Proof. If we define v := 27(17Ma)+p+2\/7(1 — Ma)[r(1 - Ma)+p+a—1],
by (4.4), we can fix § € (N/2,v). Let ¢(s) be a continuously differentiable func-
tion with ¢(0) = 0 and

_ f(5)° Lo
p(s) = (f,(s) _Mg(s)f(s)) for s > 1.

For A < A\* we choose ¢ = p(uy) as test function in the stability condition (3.8)
to get

S 2o [ ) e o [ ()~ Mo fu)letun
U.)\Sl
- T)\/ flux)?. (4.5)
{'U,)\<1}
Now, we define 9(s) = / ¢ (1)2eD=C) gt Using L'Hopital rule and (4.3)
we have ’
. ¥(s) Jo ' (8)2elo 9 gy
lim =
s——+00 f(s)ﬁfl 9—>+oo f( ),3 1ef0 T)det
(8 —p)?

1
4(B—1+a)(l—-Ma)

2
In particular, since 8 < v, we can choose 7y in the interval (%7 T)
and K > 0 such that

U(s) <vf(s)PL+ K for s> 0.

Thus, taking ¢ (uy) as test function in (3.2) with v = wy and using (3.1), it
follows

/ Vus 20! (un)? = / Vs 2/ () + / 9(ux)| Vs 2 (uy)
Q Q Q

A /Q Flun) ()
3 [ f) + 52 [ fln).

20
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This, jointly with (4.5) gives

(r—)A /Q flun)? < KA /Q Flun) + 7 f(un)?

{ux<1}

< K / @) + 7 F()P0l

Thus, v < 7 and Fatou lemma imply that f(u*) € L(2). As a consequence,
since 3 > &, the Stampacchia theorem (see Lemma 5.1 in [23]) assures that
u* € L*(Q). O

Remark 4.8. In some cases, condition (4.4) can be improved. For example,
we can analyze the case that ¢ > 0 and, for some ¢,k > 1, f(s) ~ ks? for
s >> 0. In this particular case, the boundedness of the extremal solution u*
in the above result is deduced from the LP-integrability of the power (u*)? for
some 8 > N/2. However, using a bootstrap argument, it is also possible to
deduce that u* € L*°(Q) if we just have g %% Thus, condition (4.4) can
be improved in this case to

N<qql(47-(1—Ma)+2,u+4\/7(1—Ma)[T(l—Ma)—i-u—i-a—1]).

We conclude this section and the paper by showing some applications of the
preceding theorems to some particular cases of nonlinearities f and H. First we
consider the case of problem (1.2) proving Theorem 1.1.

Proof of Theorem 1.1. Take f(s) = (1 + s)? and H(x,s,§) = %mz’ with
1 <m <m(z) <mz < pand 1l < p. Observe that (3.1) is satisfied with

g(s) = 775 and M = 2. Moreover, f and g are nonnegative C'- functions
in [0,00) with f(0) > 0, f strictly increasing , f’(s) — Tfs) (s) is strictly

increasing in s for every x € 2 and g bounded. In addition, 1/f € L(0,+00)
and conditions (2.2), (2.4) for § = “2="11, (3.3) and (3.4) are satisfied. Thus, by
Theorem 3.1, there exists A* > 0 such that (1.2) has a minimal regular solution
uy for every A < A* and no solution for every A > A*. On the other hand,
condition (3.7) holds true with 7 = Z1=1 and, if (p — ma)(m; + 1) > Z’;‘j,
then also condition (4.1) is satisfied (see Remark 4.2) and Theorem 4.4 assures
in this case that u* = limy_ + u) is an extremal solution. Finally, condition
(4.3) is satisfied with & = my/p and p = (p — 1)/p which implies, taking into
account Theorem 4.7 and Remark 4.8, that v* is regular provided that

—1p— -1 —
BN <yl P g P 0
mo—1 p—1 mo — 1 p—1
Remark 4.9. In the case m; = m(xz) = mg equation (2.4) is trivially satisfied
even for mqy < 1.
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Remark 4.10. Using similar arguments to these ones in [17, 21], we can study
(see [1]) the radial solutions for (1.2) with m(x) = 1 and p = 2, that is, the
problem
\V4 2
—Aw + % =A1+w)?  inB(0)

w=0 on 9B (0).

(Qx)

A phase plane technique proves, for every A > 0, the existence of infinitely many
negative radially increasing solutions with w(0) = —1. Moreover, in this case
there exist infinitely many bounded sign-changing solutions. Even more, if we
denote A = 2(N—2) and \* := sup{\ > 0 : (Q) admits positive radial solution}
we have:
1. If N > 10 then \* = X and (Q,) has a unique positive radial regular
solution for every A € (0, \*).
2. If 2 < N < 10 then XA < A\* < 400 and (Q5) has infinitely many positive
regular radial solutions and a unique positive singular solution for 5 <

N < 10.
Similarly, it is possible to handle the case of exponential nonlinearities f(s).

Theorem 4.11. If 0 < m; < m(x) < mg < w, then there exists \* > 0 such
that the problem

—Au+ m(x)|Vu? = Ae™" inQ
u=20 on 0f).

has a minimal regular solution uy for every 0 < A < A* and no solution for
every A > A*. Moreover, u* = limy_,x+ uy is a solution (the extremal solution)

for X = X* and, if

3§N<4@w+2+4@ w7
ma w mso w

then u* is also reqular.
Proof. Take f(s) = e¥° and H(x,s,&) = m(x)|¢|* which satisfies (3.1) with
g(s) =mq and M = % Hypotheses of Theorems 3.1, 4.4 and 4.7 are satisfied.

Indeed, see Remarks 3.2 and 4.2 and use o = 1/w and p = 1 to verify condition
(4.3). The proof is concluded applying these theorems. O

Remark 4.12. In the particular semilinear case, i.e., M = 0, we again obtain
the sufficient condition 3 < N < 10 for the regularity of the extremal solution.
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