An Alternative Approach to Measure Co-Movement between Two Time Series
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Abstract: The study of the dependences between different assets is a classic topic in financial literature. To understand how the movements of one asset affect to others is critical for derivatives pricing, portfolio management, risk control, or trading strategies. Over time, different methodologies were proposed by researchers. ARCH, GARCH or EGARCH models, among others, are very popular to model volatility autocorrelation. In this paper, a new simple method called HP is introduced to measure the co-movement between two time series. This method, based on the Hurst exponent of the product series, is designed to detect correlation, even if the relationship is weak, but it also works fine with cointegration as well as non linear correlations or more complex relationships given by a copula. This method and different variations thereof are tested in statistical arbitrage. Results show that HP is able to detect the relationship between assets better than the traditional correlation method.
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1. Introduction

Correlation and co-movement are an important property of financial assets. Since Markowitz [1] and Roy [2] established the bases of portfolio selection, researchers have been interested in the correlation not only between different assets but across different markets [3–8] and countries [9–15].

Determining assets dependence is critical for risk management. Many financial products, such as derivatives or structured ones are linked to an underlying asset, so a proper estimation of future correlations and volatilities are critical for assets pricing [16].

Financial correlation seems to have some well-know properties. Correlations change at different intervals, but it is not clear that correlation depends on the dimension of market movements. It is accepted that it increases in bear markets [17] and in times of high volatility [15]. The existence of autocorrelation is also well documented across sample periods and different countries. Researchers has attributed it to different factor such as size, volume, volatility, market liquidity, price limits, information asymmetry or investors’ irrationality [18]. The financial literature has found that the autocorrelation function of the returns exhibit an exponential decay with different times of a few minutes and volatility shows long term autocorrelation with a clear persistence up to several months [19].

Finding a proper measure of correlation is a relevant topic in finance. Simple approach such as rolling historical correlations and exponential smoothing are very popular. On the other hand, several more complex models such as ARCH [20], GARCH [21], EGARCH [22], SWARCH [23,24] or FIARCH [25], was proposed to model volatility autocorrelation. Recently, Engle [16] introduced the DCC, which joins the flexibility of univariate GARCH without the complexity of conventional
multivariate GARCH, to estimate large covariance matrices, and Hafner [26] developed the GDCC model which is able to capture the asset-specific heterogeneity in the correlation structure.

In this paper, an alternative way to look at correlations and co-movements is proposed by using the Hurst exponent. Along the paper, correlations, co-movements, etc. refer to cross-correlation, i.e., correlation between two different series (or assets).

2. Introducing the HP of Two Series

2.1. Hurst Exponent of a Time Series

Hurst exponent can be used to measure persistence as well as mean reversion properties in a time series. Introduced by H.E. Hurst in 1951 [27] to study the frequency of rain and drought in order to size the Nile River Dam, its application was extended not only to social sciences (see [28] for an interesting review) but also to meteorology [29], astrophysics [30], geography [31], medicine [32] or culturomics [33].

The first method to estimate the Hurst exponent was the R/S analysis [34]. However, as a consequence of a lack of accuracy of this methodology claimed by several authors [35–38] and its limited validity mainly for fractional Brownian motions [39], there has been an effort in the literature to provide new algorithms to improve the estimation. Some of these techniques are the Hudaks Semiparametric Method (GPH) [40], the Quasi Maximum Likelihood analysis (QML) [41], the Generalized Hurst Exponent (GHE) [42], Wavelets [43], the Centered Moving Average (CMA) [44], the Multifractal Detrended Fluctuation Analysis (MF-DFA) [45], the Lyapunov Exponent [46,47], Geometric Method-Based Procedures (GM) [48] and Fractal Dimension Algorithms (FD) [49].

Among all of them, in this paper we will use the GHE algorithm, because it does not require to calculate ranges, it is not biased when applied to short series [49,50] and the calculation is simple. The GHE algorithm is based on the scaling properties of the following statistic [50]:

\[ K_q(\tau) = \sum_{t=1}^{T-\tau} \frac{|X(t+\tau) - X(t)|^q}{T - \tau + 1} \]  

where \( T \) is the length of the series \( X(t) \) and \( \tau \) is the scale factor with values between 1 and a maximum value (usually \( T/4 \)). GHE algorithm is used when the following scaling law is satisfied:

\[ K_q(\tau) \propto \tau^{qH(q)} \]  

where \( H(q) \) is the Hurst exponent, so \( H(q) \) is calculated by linear regression by taking logarithms in Equation (2).

Different values of the \( q \)-th-order considered allow for a multifractal approach. In particular, for \( q = 2 \), \( K_q(\tau) \) is related with the autocorrelation function. However, for unifractal or self similar processes, \( H(q) \) is constant, so any \( q \)-order can be used. In this paper, we will consider \( q = 1 \), since for the GHE algorithm, \( H(1) \) is valid for some self similiar processes for which \( H(2) \) is not valid [50], due to the unexistence of the second order moment.

2.2. HP

Next, one of the main contributions of the paper is introduced. It is a new way to measure the co-movement of two series through the Hurst exponent of the product.

The log-return of an asset is defined as \( r_n = \log(\frac{p_n}{p_{n-1}}) \), where \( p_n \) is the price of the asset in period \( n \) and \( p_{n-1} \) the price of the same asset in the previous period \( (n-1) \). If \( r_n \) and \( s_n \) are the log-return of two assets, the product series \( rs_n \) of \( r_n \) and \( s_n \) is defined as the cumulative sum of the product of \( r_n \) and \( s_n \), i.e., \( rs_n = \sum_{i=1}^{n} r_i s_i \). Please note that if the two assets are uncorrelated then the product \( r_i s_i \) will be positive roughly half of the times and the product series \( rs_n \) will be close to a Brownian motion (or a process without memory), while if the two assets are correlated then the product \( r_i s_i \) will tend to have
the same sign, so the product series $r_{n}$ will be increasing (with positive correlation) or decreasing (with negative correlation), so it will have long term memory. An alternative definition of the product series is the following: $r_{n} = \sum_{i=1}^{n}(r_{i} - \bar{r})(s_{i} - \bar{s})$, where $\bar{r}$ and $\bar{s}$ are the mean of the series $r_{i}$ and $s_{i}$ respectively. When we work with daily returns, there is not too much difference, since the means are very close to 0.

Based on the previous discussion, the degree of correlation of the two assets can be measured by calculating the Hurst exponent $H$ of the product series $r_{n}$: when $H$ is close to 0.5 the assets will have low correlation, while an $H$ close to 1 will mean that the assets have high correlation. The Hurst exponent of the product series will be referred as HP.

Next, it will be shown that the HP of two series is able to measure the existence of a relationship between them. In particular, it will be shown that HP is significantly greater than 0.5 for correlated series, cointegrated series, as well as series with a non-linear relationship or a more complex one given by a copula, while it is close to 0.5 for uncorrelated series. The HP of the series will be compared with the correlation of the series and the correlation of the integrated series. For each case, a thousand pairs of series of length 10,000 are simulated and the histogram for each of the three methods are shown.

2.2.1. Correlated Series

Consider two correlated series $x_{t}$ and $y_{t} = x_{t} + e_{t}$, where $x_{t}$ follows a Normal distribution $N(0, 1)$ and $e_{t}$ follows an independent Normal distribution $N(0, \sigma)$. The smaller the value of $\sigma$, the greater the correlation. For example for $\sigma = 0.3$ we can see in Figure 1, that the correlation between the series is high (close to 1), the correlation between the integrated series is also high (close to 1), and the HP of the series is also high (close to 1). Please note that the theoretical value of the correlation of the series and the correlation of the integrated series is $\frac{1}{\sqrt{1+\sigma^2}} \approx 0.96$.

Figure 1 shows the histogram of the correlation between the series, the integrated series as well as the HP of the series for 10,000 simulations of correlated series $x_{t}$ and $y_{t}$ as described previously, with a length of 10,000. Please note that the correlation of the integrated series shows a wider dispersion than the correlation of the series itself.

![Figure 1](image-url)
For $\sigma = 5$, the correlation between the series is weaker ($\approx 0.19$), though there is a relationship between them. The correlations of the series and the integrated series are quite low (around the theoretical value), while the HP of the series is high (around 0.84).

In Figure 2 can be observed again that the dispersion of the correlation of the integrated series is huge.

![Figure 2. Histogram of the relationships in correlated series with $\sigma = 5$. Even in weak correlated series, HP is quite high, while the correlation of the integrated series is almost random.](image)

### 2.2.2. Cointegrated Series

Let $x_t$ follows a Normal distribution $N(0, 1)$ and consider the series $z_t = \sum_{i=0}^t x_t + e_t$, where $e_t$ follows a Normal distribution $N(0, \sigma)$. Let $y_t = z_{t+1} - z_t$. Then the integrated series of $x_t$ and $y_t$ are cointegrated. The lower the value of $\sigma$ the greater the relationship between the two series.

Figure 3 shows how for small values of $\sigma$ (in this case, $\sigma = 0.3$), the correlation of the series and the integrated series as well as the HP of the series is very high.

On the other hand, Figure 4 shows that when the noise is greater, i.e., for a greater value of $\sigma$ (in this case $\sigma = 5$), the correlation between the series is weaker ($\approx 0.14$), though there is a relationship between them. The correlation of the integrated series is, as expected, very high with a narrow dispersion, in this case. The HP of the series is high (around 0.79). Therefore, again, the HP is able to detect a relationship in the series.

### 2.2.3. Uncorrelated Series

In the case of two independent series, Figure 5 shows how the HP is close to 0.5, while the correlation of the series and the integrated series is close to 0, though the dispersion of the correlation of the integrated series is very high.
Figure 3. Histogram of the relationships in cointegrated series with $\sigma = 0.3$. The cointegration is measured correctly by the three methods when the noise is not high.

Figure 4. Histogram of the relationships in cointegrated series with $\sigma = 5$. With higher noise, the correlation is quite low, while the HP of the series is still considerably high. Of course, the correlation of the integrated series is the best method to measure this kind of relationship.
Figure 5. Histogram of the relationships in independent series. In this case, HP and correlation does not show any relationship (because there is no relationship), while the correlation of the integrated series can take almost any value.

2.2.4. Nonlinear Relationship

Consider the series $y_t = x_t^3 + e_t$, where $x_t$ follows a Normal distribution $N(0, 1)$ and $e_t$ follows an independent Normal distribution $N(0, \sigma)$. It is clear that there is a relationship between the series $x_t$ and $y_t$, but it is a non-linear relationship. In Figure 6, it can be observed that the HP of the series is very high (around 0.95), while the correlation of the series and the integrated series is less than 0.5. Please note that the dispersion of the correlation of the integrated series is very high, again.

Figure 6. Histogram of the relationships in series with a nonlinear relationship with $\sigma = 5$. While HP is very high, correlation is weak and the correlation of the integrated series is often high, but there is a lot of dispersion.
2.2.5. Copula Relationship

Embrechts et al. [51] was the seminal paper where the concept of copula was introduced in finance. After this work, copula-based models were widely used in finance (for an interesting survey see Ass [52]). The main advantages of copula models are the possibility of modeling the multivariate dependence structure of assets, independently of the marginal distributions and a better consideration of the classic tail dependence.

The case of bivariate models is well known, but the case of higher dimension ones presents more problems. With the objective of improving the accuracy of parameters estimation, novel approaches were introduced, the most promising being the Pair-Copula Construction (PCC) [53–55]. Three of the most common copulae are the Gaussian, the Student’s t and the Gumbel copula. Ass et al. [56] shows that these copulae are able to catch the tail dependence of financial data. For a deeper discussion on the copulae described next, the reader is referred to [57]. In this section we will show that HP performances properly in the case of these copula models.

The Gaussian copula relationship case.

Consider a bivariate normal distribution with zero mean \( \mu = (0, 0) \) and covariance matrix

\[
\Sigma = \begin{pmatrix} 1 & \rho \\ \rho & 1 \end{pmatrix}.
\]

Please note that this distribution can be also described as a distribution with a Gaussian copula and standard normal marginal distributions \( N(0, 1) \).

For this distribution, the probability density function is given by

\[
f(x, y) = \frac{1}{2\pi \sqrt{1 - \rho^2}} \exp \left( -\frac{1}{2(1 - \rho^2)} \left( x^2 + y^2 - 2\rho xy \right) \right)
\]

Let \( (x_n, y_n) \) be a sample of this distribution. First consider a high correlation \( \rho = 0.8 \). In Figure 7, it can be observed that the HP of the series is very close to one, the correlation of the series is around 0.8 as expected and the correlation of the integrated series is high, but with some dispersion.

![Figure 7](image_url)

**Figure 7.** Histogram of the relationships in series with a Gaussian copula relationship with \( \rho = 0.8 \). HP is very high, correlation is around 0.8 as expected and the correlation of the integrated series is often high, but there is a lot of dispersion.
Now, consider a weaker correlation $\rho = 0.3$. In Figure 8, it can be observed that the HP of the series is still high (around 0.91), while the correlation of the series is around 0.3 as expected and the correlation of the integrated series has a lot of dispersion. We conclude that the HP method is able to detect this kind of relationship, even when the correlation is low.

![Figure 8](image)

**Figure 8.** Histogram of the relationships in series with a Gaussian copula relationship with $\rho = 0.3$.

Even with a weaker correlation (0.3), HP is high, while the dispersion of the correlation of the integrated series is very high.

**The Student’s t copula relationship case.**

Student’s t copula is derived from Student’s t bivariate distribution. For parameters $\nu > 0$ degrees of freedom, mean vector $\mu = (0, 0) \in \mathbb{R}^2$ and scale parameter matrix $\Sigma = \begin{pmatrix} 1 & \rho \\ \rho & 1 \end{pmatrix}$ (note that $\Sigma$ is the correlation matrix for $\nu > 2$), the bivariate standard Student’s t density function is given by

$$t(x, y) = \frac{\Gamma\left(\frac{\nu + 2}{2}\right)}{\Gamma\left(\frac{\nu}{2}\right)\sqrt{\pi}} \left(1 + \frac{1}{\nu} \frac{x^2 + y^2 - 2\rho xy}{1 - \rho^2} \right)^{-\frac{\nu + 2}{2}}$$

Now, if $T$ is the cumulative distribution function of the bivariate standard Student’s t distribution and $T_v$ is the cumulative distribution function of the univariate Student’s t distribution with $\nu$ degrees of freedom, then, by Sklar’s Theorem, the Student’s t copula of parameters $\nu$ and $\Sigma$ is given by

$$C_T(u, v) = T(T^{-1}_v(u), T^{-1}_v(v))$$

Finally, consider a distribution given by the Student’s t copula of parameters $\nu$ and $\Sigma = \begin{pmatrix} 1 & \rho \\ \rho & 1 \end{pmatrix}$ and standard normal marginal distributions $N(0, 1)$. By Sklar’s Theorem, its bivariate cumulative distribution function is given by $F(x, y) = C_T(F_N(x), F_N(y))$, where $C_T$ is the Student’s t copula and $F_N$ is the cumulative distribution function of a standard normal distribution.

Let $(x_n, y_n)$ be a sample of this distribution. First consider a high correlation $\rho = 0.8$ and $\nu = 3$. In Figure 9, it can be observed that the HP of the series is very close to one, the correlation of the series is around 0.79 and the correlation of the integrated series is high, but with some dispersion.
Figure 9. Histogram of the relationships in series with a Student’s t copula relationship with $\rho = 0.8$ and $\nu = 3$. HP is very high, correlation is around 0.79 and the correlation of the integrated series is often high, but there is some dispersion.

Now, consider a weaker correlation $\rho = 0.3$ and $\nu = 3$. In Figure 10, it can be observed that the HP of the series is still high (around 0.88), while the correlation of the series is around 0.29 and the correlation of the integrated series has a lot of dispersion. We conclude that the HP method is able to detect this kind of relationship, even when the correlation is low.

Figure 10. Histogram of the relationships in series with a Student’s t copula relationship with $\rho = 0.3$ and $\nu = 3$. Even with a weaker correlation (0.3), HP is high, while the dispersion of the correlation of the integrated series is very high.

Finally, consider the case for $\rho = 0$ and $\nu = 3$. In this case, there is no correlation in the series (since $\rho = 0$), but the Student’s copula with these parameters is not the independent copula, so there
is some (very slight) kind of dependence between the series (for example, upper and lower tail dependence). In this case the mean of the HP of the series is about 0.531 (with a standard deviation of 0.027) while for independent series the mean of the HP of the series is about 0.518 (with a standard deviation of 0.027). The difference is so small that it cannot be say that HP is able to detect this subtle dependence. In Figure 11, it can be observed that the HP of the series is around 0.53, the correlation is around 0, as expected, as well as the correlation of the integrated series, but with a huge dispersion in the latter case.

Figure 11. Histogram of the relationships in series with a Student’s t copula relationship with $\rho = 0$ and $\nu = 3$. With a null correlation, HP is close to 0.5 and the correlation close to 0, while the dispersion of the correlation of the integrated series is huge.

**The Gumbel copula relationship case.**

The Gumbel copula is an Archimedean copula given by

$$C(u, v) = \exp \left( -((-\log(u))^\theta + (-\log(v))^\theta)^{\frac{1}{\theta}} \right)$$

where $\theta \in [1, \infty)$ is the parameter of the copula and $u, v \in [0, 1]$.

Let $(x_n, y_n)$ be a sample of a distribution given by the Gumbel copula and standard normal marginal distributions $N(0, 1)$. By Sklar’s Theorem, its bivariate cumulative distribution function is given by $F(x, y) = C(F_N(x), F_N(y))$, where $C$ is the Gumbel copula described previously (of parameter $\theta$) and $F_N$ is the cumulative distribution function of a standard normal distribution.

Please note that for the Gaussian and the Student’s t copula, the Kendall’s $\tau$ is equal to $\tau = \frac{2}{\pi} \arcsin \rho$ and for the Gumbel copula $\tau = \frac{\theta - 1}{\theta}$, so a Gumbel copula with $\theta = \frac{1}{1 - \frac{1}{2} \arcsin(\rho)}$ will have the same Kendall’s $\tau$ than a Gaussian and a Student’s t copula with parameter $\rho$. Hence, a Gumbel copula with $\theta \approx 2.44$ has the same Kendall’s $\tau$ than a Gaussian and a Student’s t copula with $\rho = 0.8$ and a Gumbel copula with $\theta \approx 1.24$ has the same Kendall’s $\tau$ than a Gaussian and a Student’s t copula with $\rho = 0.3$.

First, consider a high relationship between $x_n$ and $y_n$ with $\theta = 2.44$. In Figure 12, it can be observed that HP is very high (around 0.995) and the correlation of the series is quite high (around 0.79). The correlation of the integrated series is often high but there is quite dispersion.
Figure 12. Histogram of the relationships in series with a Gumbel copula relationship with $\theta = 2.44$. HP is very high, correlation is around 0.79 and the correlation of the integrated series is often high, but there is a lot of dispersion.

Now, consider a weaker relationship with $\theta = 1.24$. In Figure 13, it can be observed that the HP of the series is still high (around 0.9), while the correlation of the series is much weaker (around 0.31) and the correlation of the integrated series has a lot of dispersion. We conclude, again, that the HP method is able to detect this kind of relationship, even when the correlation is low.

Figure 13. Histogram of the relationships in series with a Gumbel copula relationship with $\theta = 1.24$. Even with a weaker correlation (around 0.31), HP is high, while the dispersion of the correlation of the integrated series is very high.

As a consequence of the previous analyses, it can be concluded that the HP of two series is able to detect a relationship between them, of course when this relationship is correlation, but also when
it is cointegration or even for a non-linear one or when the relationship is more complex and given by a copula. Furthermore, for two stocks, the HP will be high even if most of the time there is no correlation between its returns, but the correlation appears when the absolute value of the returns are high. We will explore the HP of two stocks in the next section.

3. Testing HP in Financial Series

In this section, the application of the HP is explored to measure the relationship between two financial series. First, the co-movement of a pair of ETFs is analyzed when there is a strong relationship and when the relationship is weaker. Then, this new method will be applied in a statistical arbitrage strategy.

Figure 14 presents two series: the blue one is for the product series of the returns of the ETFs SPY (SPDR S&P 500 ETF Trust) and VHT (Vanguard Health Care ETF), which have HP = 0.998, while the orange one is for the product series of the returns of the ETFs GLD (SPDR Gold Trust) and VHT, which have a much weaker co-movement with HP = 0.691.

![Figure 14](image)

**Figure 14.** Product series of pairs SPY-VHT and GLD-VHT. While the product of the series of the first pair shows a clear persistence (HP = 0.998), this is not so for the second pair (HP = 0.691).

Figure 15 shows that ETFs SPY and VHT have, in fact, a great degree of co-movement, while in Figure 16, it is observed that ETFs GLD and VHT have a much lower degree of co-movement, as expected.
Figure 15. Cumulative log-returns of ETFs SPY and VHT. A high degree of co-movement is observed between the two series ($HP = 0.998$).

Figure 16. Cumulative log-returns of ETFs GLD and VHT. The degree of co-movement is low ($HP = 0.691$).
3.1. Paris Trading: Strategy Definition and Application

HP will be tested through a statistical arbitrage technique known as Pairs Trading, which consists of looking for two shares whose historical prices have moved in a similar way and arbitrate them when there is a deviation between them [58]. This strategy was born in a North American investment bank in the 1980s [59]. In the scientific field, many studies were developed in which different selection methods were introduced, from the simplest ones such as the method of distance [60] or correlation, to more complex methods, such as cointegration [59], copula [61] or the Hurst exponent [62].

As it was explained in Section 2.2, the HP model is proposed as an alternative to correlation, which is why in this section a comparison using both models is done, to check whether it is true that our model is superior to the correlation method. In a previous work [62], it is shown that the strategy of Pairs Trading does not obtain good results by selecting those highly correlated pairs. The goal of this section is to test if a Pairs Trading strategy based on HP improves the performance of the strategy.

Since in a Pairs Trading strategy we look for two assets with a high degree of co-movement, we can search a pair of assets with a high value of HP (close to 1). On the other hand, note that if the returns are small, it is not so important that the two assets move in the same direction as when the returns are greater. This method takes this into consideration.

The trading strategy is as follows:

1. First, the prices are normalized as defined by Ramos-Requena et al. (2017) [62]. Therefore, for a pair of stocks $A$ and $B$, for each dollar invested in $A$ we will invest $b$ dollars in $B$, where $b$ is given by $b = \frac{\text{std}(r_A)}{\text{std}(r_B)}$, and $r_A$ (resp. $r_B$) is the log-return of $A$ (resp. $B$).

   The series of the pair is defined such that its increments are given by $r_A - br_B$.

2. Pairs selection:

   To select the pairs, the correlation method is chosen by using Pearson’s correlation method and through the HP method, as it was explained in Section 2.2. The duration of this phase will be 250 or 500 days, as we will indicate later.


   - When $s > m + \sigma$ the pair is sold. The position is closed when $s < m$ or $s > m + 2\sigma$.
   - When $s < m - \sigma$ the pair is bought. The position is closed when $s > m$ or $s < m - 2\sigma$.

   where $m$ is a moving average of the series of the pair and $s$ is a moving standard deviation of $m$.

   The duration of this phase is 120 days.

   The results obtained will be divided into three subsections:

   - HP: daily returns are used.
   - HP1: 10 days (2 weeks) returns are chosen.
   - HP2: 20 days (4 weeks) returns are chosen and the selection period is 500 days (around 2 years).

   In any case, the stocks of the Dow Jones index are used, for the period 2000–2018, with transaction costs of 0.01% per trade.

3.2. HP

Table 1 presents the main results obtained for HP.

As shown in the table, the highest return is achieved for the portfolio composed of 5 pairs, selecting them through the HP method (16.30%). It is significant that for the 15 pairs portfolio the return obtained through the HP is 6.8% while the correlation obtains a negative return of $-4.25\%$.

Analyzing the annualized profitability, it can be observed that the best result is obtained for the portfolio composed by 5 pairs (1%). Finally, the Sharpe ratio shows that the highest return per unit of risk is obtained for the portfolio of 5 pairs by selecting them through correlation.
Figure 17 shows a comparison between the correlation method and HP for the period 2000 to 2018 for a portfolio consisting of 15 pairs. It can be appreciated that both models move similarly until 2009. From 2009 there is a much higher increase in the returns obtained by the HP method. Figure 18 shows the returns obtained for the portfolio made up of 20 pairs. For this portfolio, the results obtained are very similar. During the period 2000–2009 the best option is to select the pairs through the correlation method. From 2010, the performance is higher through the HP method.

![Correlation vs HP for 15 pairs](image)

**Figure 17.** Comparative cumulative log-return of a 15-pair portfolio between HP methods and Pearson’s correlation coefficient, of Dow Jones securities in the period 2000–2018.

**Table 1.** Results obtained for the period 2000–2018, where $N$ is the number of pairs; $AAV$ is the average annualized return; $Sharpe R$ is the Sharpe Ratio and $Profit$ is the profitability for the full period with transaction costs.

<table>
<thead>
<tr>
<th>Method</th>
<th>$N$</th>
<th>$AAV$</th>
<th>$Sharpe R$</th>
<th>$%\ Max\ Drawdown$</th>
<th>$%\ Profit$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correlation 2</td>
<td>2</td>
<td>0.50%</td>
<td>0.12</td>
<td>12.30%</td>
<td>6.20%</td>
</tr>
<tr>
<td>HP 2</td>
<td>2</td>
<td>0.30%</td>
<td>0.05</td>
<td>13.40%</td>
<td>1.20%</td>
</tr>
<tr>
<td>Correlation 5</td>
<td>5</td>
<td>0.30%</td>
<td>0.70</td>
<td>18.30%</td>
<td>1.27%</td>
</tr>
<tr>
<td>HP 5</td>
<td>5</td>
<td>1.00%</td>
<td>0.28</td>
<td>9.40%</td>
<td>16.30%</td>
</tr>
<tr>
<td>Correlation 10</td>
<td>10</td>
<td>0.00%</td>
<td>−0.01</td>
<td>9.80%</td>
<td>−4.41%</td>
</tr>
<tr>
<td>HP 10</td>
<td>10</td>
<td>0.20%</td>
<td>0.07</td>
<td>10.90%</td>
<td>−0.04%</td>
</tr>
<tr>
<td>Correlation 15</td>
<td>15</td>
<td>0.00%</td>
<td>−0.01</td>
<td>10.90%</td>
<td>−4.25%</td>
</tr>
<tr>
<td>HP 15</td>
<td>15</td>
<td>0.60%</td>
<td>0.22</td>
<td>6.80%</td>
<td>6.80%</td>
</tr>
<tr>
<td>Correlation 20</td>
<td>20</td>
<td>0.00%</td>
<td>0.02</td>
<td>7.40%</td>
<td>−2.93%</td>
</tr>
<tr>
<td>HP 20</td>
<td>20</td>
<td>0.20%</td>
<td>0.08</td>
<td>7.00%</td>
<td>−0.52%</td>
</tr>
<tr>
<td>Correlation 25</td>
<td>25</td>
<td>0.60%</td>
<td>0.27</td>
<td>5.30%</td>
<td>6.86%</td>
</tr>
<tr>
<td>HP 25</td>
<td>25</td>
<td>0.30%</td>
<td>0.12</td>
<td>6.70%</td>
<td>1.00%</td>
</tr>
<tr>
<td>Correlation 30</td>
<td>30</td>
<td>0.40%</td>
<td>0.18</td>
<td>5.60%</td>
<td>2.75%</td>
</tr>
<tr>
<td>HP 30</td>
<td>30</td>
<td>0.00%</td>
<td>0.00</td>
<td>6.80%</td>
<td>−3.70%</td>
</tr>
</tbody>
</table>
3.3. HP1

In this case, to calculate the HP of the series, it is used 10 days returns (instead of daily returns). Table 2 shows a comparison with the results obtained.

As Table 2 shows, in this case, for most portfolios (2, 5, 10, 15, and 20 pairs) the results obtained are better through the HP method than through correlation. It should be noted that for this period the best result is obtained for the portfolio composed of two pairs (11.32%). With respect to the average annualized profitability, it can be observed that for the case of the portfolio composed of 15 pairs, the difference between the models is 0.7%. With respect to the indicators that analyze the risk taken (Sharpe Ratio and Maximum Drawdown), the best results are obtained for the correlation model and the portfolio composed of 25 pairs with a Sharpe ratio of 0.27 and a maximum drawdown of 5.30%. If the sharpe ratio is considered, it is higher in most cases through the HP method, highlighting the portfolio with 15 pairs with a value of 0.25.

Figure 19 shows the comparison between the correlation and HP methods for a portfolio of 15 pairs. During the first years of study, it is observed that both models move in a very similar way. It is not until 2003 that the HP approach begins to grow, while the correlation method decreases, even obtaining negative returns. The comparison between models for a portfolio composed of 20 pairs is shown in Figure 20, where similar results to the case of 15 pairs are obtained.
Table 2. Results obtained for the period 2000–2018, where $N$ is the number of pairs; $AAV$ is the average annualized return; $Sharpe R$ is the Sharpe Ratio and $Profit$ is the profitability for the full period with transaction costs.

<table>
<thead>
<tr>
<th>Method</th>
<th>$N$</th>
<th>$AAV$</th>
<th>Sharpe $R$</th>
<th>% Max Drawdown</th>
<th>% Profit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correlation</td>
<td>2</td>
<td>0.50%</td>
<td>0.12</td>
<td>12.30%</td>
<td>6.20%</td>
</tr>
<tr>
<td>HP1</td>
<td>2</td>
<td>0.80%</td>
<td>0.12</td>
<td>20.80%</td>
<td>11.32%</td>
</tr>
<tr>
<td>Correlation</td>
<td>5</td>
<td>0.30%</td>
<td>0.07</td>
<td>18.30%</td>
<td>1.27%</td>
</tr>
<tr>
<td>HP1</td>
<td>5</td>
<td>0.30%</td>
<td>0.07</td>
<td>18.30%</td>
<td>1.84%</td>
</tr>
<tr>
<td>Correlation</td>
<td>10</td>
<td>0.00%</td>
<td>−0.01</td>
<td>9.80%</td>
<td>−4.41%</td>
</tr>
<tr>
<td>HP1</td>
<td>10</td>
<td>0.50%</td>
<td>0.14</td>
<td>11.50%</td>
<td>5.22%</td>
</tr>
<tr>
<td>Correlation</td>
<td>15</td>
<td>0.00%</td>
<td>−0.01</td>
<td>10.90%</td>
<td>−4.25%</td>
</tr>
<tr>
<td>HP1</td>
<td>15</td>
<td>0.70%</td>
<td>0.25</td>
<td>10.60%</td>
<td>10.20%</td>
</tr>
<tr>
<td>Correlation</td>
<td>20</td>
<td>0.00%</td>
<td>0.02</td>
<td>7.40%</td>
<td>−2.93%</td>
</tr>
<tr>
<td>HP1</td>
<td>20</td>
<td>0.40%</td>
<td>0.16</td>
<td>9.80%</td>
<td>4.08%</td>
</tr>
<tr>
<td>Correlation</td>
<td>25</td>
<td>0.60%</td>
<td>0.27</td>
<td>5.30%</td>
<td>6.86%</td>
</tr>
<tr>
<td>HP1</td>
<td>25</td>
<td>0.30%</td>
<td>0.11</td>
<td>9.90%</td>
<td>1.01%</td>
</tr>
<tr>
<td>Correlation</td>
<td>30</td>
<td>0.40%</td>
<td>0.18</td>
<td>5.60%</td>
<td>2.75%</td>
</tr>
<tr>
<td>HP1</td>
<td>30</td>
<td>0.20%</td>
<td>0.09</td>
<td>8.90%</td>
<td>−0.20%</td>
</tr>
</tbody>
</table>

Figure 19. Comparative cumulative log-return of a 15-pair portfolio between HP (HP1 version) and Pearson's correlation coefficient methods, of Dow Jones securities in the period 2000–2018.
Figure 20. Comparative cumulative log-return of a 20-pair portfolio between HP (HP1 version) and Pearson's correlation coefficient methods, of Dow Jones securities in the period 2000–2018.

3.4. HP2

For the HP2 method, to calculate the HP of the series it is used 20 days returns (instead of daily returns), and in this case the length of the selection period is increased to 500 days. Table 3 presents the results obtained, considering transaction costs of 0.01%.

<table>
<thead>
<tr>
<th>Method</th>
<th>N</th>
<th>AAV</th>
<th>Sharpe R</th>
<th>% Max Drawdown</th>
<th>% Profit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correlation 2</td>
<td>2</td>
<td>−1.40%</td>
<td>−0.32</td>
<td>30.00%</td>
<td>−24.67%</td>
</tr>
<tr>
<td>HP2</td>
<td>2</td>
<td>1.20%</td>
<td>0.20</td>
<td>23.20%</td>
<td>19.64%</td>
</tr>
<tr>
<td>Correlation 5</td>
<td>5</td>
<td>1.10%</td>
<td>−0.32</td>
<td>23.10%</td>
<td>−20.71%</td>
</tr>
<tr>
<td>HP2</td>
<td>5</td>
<td>1.60%</td>
<td>0.39</td>
<td>15.00%</td>
<td>27.43%</td>
</tr>
<tr>
<td>Correlation 10</td>
<td>10</td>
<td>−0.80%</td>
<td>−0.28</td>
<td>15.10%</td>
<td>−15.54%</td>
</tr>
<tr>
<td>HP2</td>
<td>10</td>
<td>0.70%</td>
<td>0.23</td>
<td>13.00%</td>
<td>9.31%</td>
</tr>
<tr>
<td>Correlation 15</td>
<td>15</td>
<td>−0.30%</td>
<td>−0.11</td>
<td>12.10%</td>
<td>−7.74%</td>
</tr>
<tr>
<td>HP2</td>
<td>15</td>
<td>0.70%</td>
<td>0.26</td>
<td>7.50%</td>
<td>8.71%</td>
</tr>
<tr>
<td>Correlation 20</td>
<td>20</td>
<td>−0.30%</td>
<td>−0.15</td>
<td>13.00%</td>
<td>−8.83%</td>
</tr>
<tr>
<td>HP2</td>
<td>20</td>
<td>0.70%</td>
<td>0.31</td>
<td>6.20%</td>
<td>9.43%</td>
</tr>
<tr>
<td>Correlation 25</td>
<td>25</td>
<td>−0.40%</td>
<td>−0.19</td>
<td>12.50%</td>
<td>−9.76%</td>
</tr>
<tr>
<td>HP2</td>
<td>25</td>
<td>0.60%</td>
<td>0.29</td>
<td>5.10%</td>
<td>7.59%</td>
</tr>
<tr>
<td>Correlation 30</td>
<td>30</td>
<td>0.00%</td>
<td>0.00</td>
<td>10.70%</td>
<td>−3.54%</td>
</tr>
<tr>
<td>HP2</td>
<td>30</td>
<td>0.60%</td>
<td>0.30</td>
<td>5.80%</td>
<td>7.39%</td>
</tr>
</tbody>
</table>
As Table 3 shows, the HP method obtains better results than the correlation one, which in this case obtains negative returns for all the portfolios studied. The highest return is achieved for the HP approach in the portfolio made up of five pairs (27.43%). With regard to the average annualized return, the same portfolio and model with an annualized return of 1.6% can be highlighted. Focusing on the Sharpe ratio, the best return per unit of risk is found for the portfolio of 5 pairs using the HP method with a value of 0.39. In the case of the correlation approach in most portfolios, it obtains a negative Sharpe ratio. Finally, looking at the data obtained in the maximum drawdown, the optimal portfolio is the one composed of 25 pairs, using the HP model, as it is the lowest value (5.10%), therefore, it is the minimum loss suffered by the portfolios studied for the period 2000–2018.

Figure 21 shows the evolution of the two methods for a portfolio of five pairs. It can be observed that during the period the HP model obtains higher returns than the correlation one. In addition, in some moments, the correlation decreases its profitability, while the HP approach increases it. In the case of the portfolio composed of 25 pairs, as shown in Figure 22, the returns are higher through the HP method. It could be pointed out that, from 2012, the correlation model begins to decline, even obtaining negative returns, while the HP approach increases its profitability, reaching its highest peak in 2014.

![Figure 21. Comparative cumulative log-return of a 5-pair portfolio between HP (HP2 version) and Pearson’s correlation coefficient methods, of Dow Jones securities in the period 2000–2018.](image-url)
The empirical results allow concluding that the model presented in this paper is superior to the correlation method in the three scenarios presented, especially in the case of the method called HP2, which is obtained by using 20 days returns (instead of daily returns).

Finally, some other methods to measure correlations are compared in Figure 23, which shows a comparison of the accumulated log-return, for a portfolio composed of 15 pairs, among different methods to measure correlation (Pearson’s correlation coefficient, Spearman’s coefficient and cointegration) and our approach, for the stocks of the Dow Jones and in the period 2000–2018.

In Figure 23, it can be observed that during the period 2000–2004, the accumulated log-returns obtained through the selection of pairs through the Pearson correlation, Spearman correlation and the HP methods are similar. It is not until 2008 that significant differences between the methods used can be found. From that date until the end of the period studied in this paper, it can be observed that the best option is to select the pairs through the HP approach. The accumulated log-returns obtained in this period achieves values between 0.1 and 0.25, obtaining its highest profitability for the period between 2010 and 2014. On the other hand, the results of the rest of the methods are much lower than those obtained by the HP method.

The results obtained allow concluding that the new method (HP) is far superior to the alternative methods used so far to select the pairs through correlation. Therefore it is a novel method that can bring significant benefits to the Pairs Trading strategy.
4. Conclusions

In this paper, a new method (called HP) to measure the dependence between two series was proposed. It was proven that HP is able to detect different kinds of relationships between two series: mainly correlation, but also cointegration and non-linear relationships, even when the relationship is weak or it is given by a copula. The method is especially interesting to study financial series, since it gives more weight to high increments than low increments, contrarily to other correlation measures.

To test the efficiency of this new approach, the HP method was tested through a statistical arbitrage technique for pairs selection and compared with the classical correlation method. Results show that in most cases the HP method performs better.
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