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RESUMEN 

 

Las redes inalámbricas de sensores se están convirtiendo en un componente importante del 

Internet de las cosas. Consiste en sensores limitados en términos de recursos, energía y proce-

samiento, varios tipos de controles y nodos de puerta de enlace. WSN proporciona soluciones 

variantes para muchas aplicaciones, incluidas la atención de la salud, la agricultura, el medio 

ambiente, la industria, la defensa y muchos otros campos. Debido al escenario de implementa-

ción y los métodos de comunicación utilizados en tales redes, se requiere un protocolo sólido 

y seguro que incluya medidas para permitir que solo dispositivos autenticados y aprobados se 

unan a la red. Además, los datos que se transmiten en esta capa de la red deben validarse y 

protegerse contra escuchas y alteraciones. La aplicación de métodos de seguridad tradicionales 

a un sistema IoT y WSN es un desafío debido a su topología descentralizada y los recursos 

limitados de estos dispositivos. 

El uso de métodos criptográficos para cifrar datos y configurar canales seguros para comuni-

caciones de protocolo es una parte clave de la seguridad de IoT y WSN. Los dispositivos de 

sensores e IoT suelen tener menos recursos debido a su tamaño y naturaleza. Esto tiene el efecto 

de evitar que la mayoría de los dispositivos de sensores e IoT tengan la potencia de procesa-

miento o los recursos necesarios para las técnicas de cifrado más potentes. Podrían utilizarse 

técnicas ligeras de encriptación porque todavía se requiere encriptación para su funciona-

miento. 

En este trabajo, exploramos los avances más recientes en la gestión segura y eficiente de claves 

de mensajes de multidifusión, así como los nuevos desafíos que presentan estos nuevos enfo-

ques. Nos concentramos en la gestión de claves de grupo en WSN además de los protocolos de 

enrutamiento. Mediante experimentos prácticos, evaluamos las propiedades de algunos proto-

colos de administración de claves grupales, como el acuerdo clave para los mensajes transmi-

tidos y recibidos, el tiempo de cómputo, el uso de la memoria y los números redondos de reco-

dificación y la confiabilidad del protocolo. Al utilizar estas propiedades, propusimos un proto-

colo eficiente y liviano de administración de claves de grupo que utiliza criptografía de curva 

elíptica para garantizar la seguridad de la comunicación de los nodos y un protocolo de 
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enrutamiento mejorado basado en el protocolo LEACH para demostrar un mejor rendimiento 

en parámetros como la vida útil de la red, los nodos muertos, y consumo de energía. 

Demostramos que el método propuesto es mucho más receptivo, altamente escalable y eficiente 

en energía, reduce el tiempo de cómputo y la cantidad de rondas para iniciar claves y usa menos 

memoria. 

En general, este trabajo presenta evidencia teórica y empírica de que el método propuesto es 

capaz de abordar los problemas de seguridad de las WSN y aumentar la vida útil de la red.  
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ABSTRACT  

 

Wireless sensor networks (WSN) are becoming an essential component of the Internet of 

Things (IoT). It consists of constrained sensors in terms of resources, power, and processing, 

various types of controls, and gateway nodes. WSN provides variant solutions for many appli-

cations, including health care, agriculture, the environment, industry, defense, and many other 

fields. Due to the deployment scenario and communication methods used in such networks, a 

robust and secure protocol is required that includes measures to only allow authenticated, ap-

proved devices to join the network. In addition, the data that is transmitted at this layer of the 

network must be validated and protected from eavesdropping and alteration. Applying tradi-

tional security methods to an IoT and WSN system is challenging due to its decentralized to-

pology and the constrained resources of these devices. 

The use of cryptographic methods to encrypt data and set up secure channels for protocol com-

munications is a key part of IoT and WSN security. IoT and sensor devices typically have 

limited resources because of their size and nature. This has the effect of preventing the majority 

of IoT and sensor devices from having the processing power or resources required for the more 

powerful encryption techniques. Lightweight encryption techniques could be utilized because 

encryption is still required for their operation. 

In this work, we explore the most recent advancements in secure and efficient key management 

of multicast messages as well as the new challenges introduced by these new approaches. We 

concentrate on group key management in WSN in addition to routing protocols. Using practical 

experiments, we evaluate the properties of some group key management protocols, such as key 

agreement for transmitted and received messages, computational time, memory usage, round 

numbers of rekeying, and protocol reliability. Utilizing these  properties, we proposed an effi-

cient and lightweight protocol for group key management using elliptic curve cryptog-

raphy(ECC) method to ensure the security of node communication. Additionally, we have de-

vised an enhanced routing protocol, building upon the LEACH protocol, which exhibits sig-

nificant improvements in crucial parameters such as network lifetime, dead nodes, and energy 

consumption. 
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We demonstrate that the proposed method is much more responsive, highly scalable, and en-

ergy efficient; it reduces computational time and the number of rounds to initiate keys; and it 

uses less memory. 

Overall, this work presents theoretical and empirical evidence that the proposed method is ca-

pable of addressing WSN security challenges and increasing the network's lifetime. 
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CHAPTER 1  
                         INTRODUCTION 
 

1.1 Background 

The United Nations predicts that the world's population will continue to grow significantly, 

reaching 8.5 billion people by 2030, 9.7 billion by 2050, and 11.2 billion by 2100, with the 

majority of this growth taking place in urban areas. This rapid urbanization has created sub-

stantial pressure on cities' infrastructure and services to support population growth while still 

prioritizing sustainability and environmental goals. The growth of cities has also created ex-

cessive burdens on resources such as food, energy, the environment, and lifestyles. In order to 

meet the food demands of this expanding population, the agriculture industry will need to adopt 

new technologies to efficiently manage existing resources [1]. Technologies play a vital role in 

sustaining economic progress, and the technology likely to have the greatest impact in the next 

few years is the IoT. Integration of IoT devices enables the agriculture sector to increase 

productivity, which has occurred at a lower cost with efficient use of resources.  

Over the next few years, the use of intelligent solutions made possible by the internet of things 

will increase in agricultural operations. In fact, just a handful of the most recent reports state 

that the installation of Internet of Things devices in the agricultural sector will have a compound 

annual growth rate of 20%. Additionally, It is anticipated that by 2024, there will be 225 million 

connected devices being utilized in agriculture, up from 13 million in 2014 [2]. 

Researchers have proposed a variety of solutions to address the problems in the agriculture 

sector, mentioning the impact of IoT technologies on product quality and quantity as well as 

the effective use of resources in the field. For example, the authors of [3] discuss the potential 

effects that climate change could have on resources, including a shortage of available water, an 

increase in the amount of soil salinity, and the irrigation that is required. The work shows the 

positive impact of using IoT devices on water management during irrigation processes. 
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IoT-based devices have emerged as a promising tool for the agricultural sector, enabling the 

collection of real-time data from a variety of sensors that monitor critical environmental pa-

rameters such as soil moisture, air quality, and temperature. These devices are being used for 

various purposes, including weather monitoring, irrigation, grazing management, and crop and 

livestock monitoring, to optimize resource usage, reduce waste, and improve productivity. 

The data collected by IoT sensors can be analyzed and visualized on an agricultural dashboard, 

allowing farmers to interpret and act upon the data in real-time. The dashboard provides a cus-

tomizable interface for presenting data on crop and livestock conditions, environmental factors, 

and other parameters, enabling farmers to make informed decisions about their operations. 

Wireless sensor networks (WSNs) are regarded as a key building block of IoT technologies. It 

is comprised of a limited number of sensor nodes that can sense or regulate physical character-

istics such as sound, light, temperature, humidity, and others in a geographical area. Sensor 

nodes have constrained energy, memory, and CPU capabilities. Node components are a power 

unit, a processing unit, one or more sensing units, a transceiver, an antenna, and optional com-

ponents like a position-finding system, a power generator, and an actuator. The volume of sen-

sor nodes varies from cubic nanometers to cubic decimeters. 

WSNs are used in many applications, including medical care [4], tracking, environmental mon-

itoring, building automation, the military, and precision agriculture [5-7], environmental con-

dition monitoring [8, 9], control of machines and processes [10, 11], automatization of moni-

tored areas, and monitoring systems [12]. 

In a system of this complexity, which may include a huge number of low-cost sensor nodes, it 

is essential to consider the factors that affect data communication and data integrity [13]. Due 

to the limited availability of resources such as  memory, energy, computation, and communi-

cation, wireless sensor networks are desirable targets for various attacks [14]. Hence, to reduce 

the risk of security breaches, it is important to strike a balance between the resources required 

to implement security measures and the potential impact on business operations. Secure node-

group communication will ensure the authenticity, confidentiality (including forward and back-

ward secrecy when nodes leave or join the network), and integrity of the messages being sent 

and received [4]. 
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Group key management is widely used to secure a variety of applications, including IoT sys-

tems based on WSNs [14]. The advantages of using group key management protocols are low 

energy consumption, memory usage, and communication overhead, especially for networks 

with high scalability. 

In recent years, many studies have been conducted on group key agreements, and various so-

lutions have been proposed by scholars based on different cryptosystems to achieve security 

requirements in WSN. However, key management and distribution remain a challenge due to 

the nature of these networks. Design group key establishment protocols become more compli-

cated in such networks, especially when the size of the network groups changes frequently and 

the updating process reduces the scheme's effectiveness and scalability [15, 16]. 

Whitfield Diffie and Martin Hellman (DH) introduced the first protocol of public key cryptog-

raphy using private and public keys [17]. The protocol was designed to exchange keys over 

open channels between two parties only. Scalability and security breaches are the main issues 

with the DH protocol; hence, multiple strategies have been presented for reducing the size of 

the key in secure group communication using distributed protocols. The majority of these meth-

ods are based on variants of the n-parity Diffie-Hellman key agreement protocol.  

The primary issue with such systems is that the size of the asymmetric key is larger due to the 

fact that network overhead has increased [17]. While [18] proposed the Group Diffie-Hellman 

key exchange (GDH) protocol to make the previous protocol available for a group of members, 

Cliques [19] introduces a new method for secure group key agreement. It can handle a large 

number of participants and provides stronger security guarantees, such as resilience against 

active attacks. In addition, the authors claim that their protocol is more scalable and efficient 

than previous group key agreement protocols, including those based on DH.  

There are many authentication protocols and key agreement methods that have been developed 

over the years. Each of these protocols has its own strengths and weaknesses and is designed 

for specific use cases and security requirements. Other researchers introduced authentication 

protocols and key agreement methods. Shin, S., and Kwon [20] proposed a simple authentica-

tion method for WSN based on the three-factor approach and key agreement protocol. 
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The elliptic curve scheme is a well-known lightweight public key cryptography that is found 

to be efficient for computing and secure for low-power devices [18, 21]. For instance, refer-

ences [22] use Elliptic Curve Cryptography (ECC)-based implicit certificates and the Elliptic 

Curve Diffie-Hellmann (ECDH) method to establish a secure key for unicast communication 

in WSNs and IoT. In contrast, [23] has presented a review paper discussing various types of 

group key establishment methods, such as RSA and elliptic curves. The paper shows that those 

methods require complex computations and high storage space, which may not be appropriate 

for applications that rely on resource-constrained devices [24]. 

In WSN systems, the physical layout of the network should be carefully designed to avoid any 

kind of loss of data. Sensor nodes will gather data, which they will then promptly transmit to 

the base station or trigger in response to events [25, 26]. Due to the constraints, it is required 

to have an appropriate protocol at the MAC level in order to enable efficient use of energy 

inside the network, such as sleep and wake-up patterns, which are known as nodes' duty cycles, 

to increase the network’s lifetime. In addition, the high density of nodes in a network forces 

the use of routing protocols that use energy efficiently to transmit or receive data to other nodes 

or to the central point or base station. 

Researchers have proposed a variety of algorithms and protocols. Their primary objective is to 

optimize energy consumption and extend network lifetime, as battery replacement can be dif-

ficult in certain applications and node failure can be costly [27]. It has been proven that clus-

tering is an energy-efficient and scalable approach [28]. In recent years, numerous cluster-

based routing techniques have been suggested for WSNs. Although many of them built some 

sort of energy-efficient cluster, few of them properly analyzed the target application situations, 

for instance, when constructing clusters, one must consider the impacts of diverse physical 

propagation mechanisms in the environment. 

The LEACH (Low-Energy Adaptive Clustering Hierarchy) protocol is a hierarchical cluster-

ing-based protocol specifically designed for wireless sensor networks (WSNs). Its primary ob-

jective is to minimize energy consumption and prolong the overall lifetime of the network. 

Heinzelman, Chandrakasan, and Balakrishnan first introduced the protocol [29]. Since its in-

ception, LEACH has received a lot of attention and interest from the research community, 

mainly due to its notable energy efficiency, simplicity, and load-balancing capabilities. 

LEACH is a cluster-based routing and MAC-layer approach that incorporates application-
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specific data aggregation to reduce energy consumption. In order to prevent excessive energy 

consumption from a single node, the cluster head role is rotated among the nodes. The protocol 

achieves energy efficiency by evenly distributing the energy load among the nodes and allow-

ing each node to have an equal chance of becoming a cluster head. 

The protocol has been widely studied and evaluated for its performance in various scenarios. 

Numerous studies have shown that LEACH provides significant improvements in energy effi-

ciency compared to non-clustered-based routing approaches, making it a benchmark protocol 

in the field [30]. In addition, several variations of the LEACH protocol have been proposed to 

improve its performance in specific applications. For instance, the LEACH-C protocol is a 

centralized version of LEACH in which the base station, which receives all sensor node infor-

mation after each round, performs cluster creation and cluster head selection [31]. 

The protocols mentioned above are known to have a high number of transmitted messages, 

resulting in the need for many rounds of processing during the initial key agreement. This poses 

a challenge for key management for IoT and WSNs. To address this challenge, a proposed 

protocol based on public-key cryptography using elliptic curves has been introduced. This pro-

tocol has the potential to solve key management issues in IoT and WSNs by reducing the num-

ber of transmitted messages and processing rounds required during the initial key agreement. 

Therefore, it presents a promising solution for the issues previously mentioned. 

 

1.2 Motivation  

In In recent years, the IoT has gained popularity and grown remarkably. Wireless sensor net-

works (WSNs) are a key building block of IoT technologies in use in many applications. 

Providing efficient security services in wireless sensor networks is an active area that presents 

numerous challenges and research opportunities. A lack of security and privacy-related prob-

lems are solved using common cryptographic techniques. However, cryptographic protocols 

are resource-intensive, and sensors are resource-constrained. With these issues in mind and 

motivated, we proposed a lightweight protocol to secure WSN data sharing. 
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Three major findings from recent research on security issues in WSNs and energy-efficient 

routing protocols have fueled our motivation. First and foremost, reliability is an essential fea-

ture of any network protocol. Before delivering every data packet, most algorithms attempt to 

discover the best route from source to destination. This technique is prone to faulty transmis-

sion when intermediate nodes change their configuration (power, location, transmission mode, 

etc.) on a frequent basis. As a result, the need for a protocol that can ensure transmission relia-

bility at each forwarding node arises. 

Second, when faulty sensor nodes appear, it can have a dramatic effect on the performance of 

the routing protocol. This occurs when sensors become decalibrated or experience adverse 

weather conditions, leading to incorrect behavior. In response, protocols strive to find alterna-

tive paths from the source or malfunctioning nodes to the destination. The objective is to re-

transmit the data with minimal disruption. Addressing the challenges posed by these faulty 

nodes is essential for maintaining effective and efficient communication within the network. 

By identifying alternate paths and adapting to the presence of faulty nodes, the routing protocol 

aims to ensure reliable data transmission despite the potential disruptions caused by sensor 

malfunctions or environmental factors. 

 

1.3 Security in Wireless Sensor Networks  

Wireless Sensor Networks (WSNs) frequently lack centralized control and are frequently uti-

lized in challenging conditions with unreliable communication connections. As a result, de-

pending solely on typical IT network solutions to mitigate security in WSNs is insufficient. 

The complexity of WSN networks, type of devices, protocols, and routing systems, combined 

with the availability of various services, exacerbates the problem. Hence, existing security tech-

niques are insufficient to provide comprehensive protection. 

Various strategies and trends have evolved to address this issue, with the goal of achieving 

specific security levels within wireless sensor networks. These approaches include trust man-

agement and lightweight encryption technologies, which enable low-power and resource-con-

strained devices with cost-effective encryption solutions. Despite these advancements, routing 

protocols are susceptible to significant attacks, including the injection of false or malicious 
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routing information. Consequently, such attacks might cause delays and packet losses attribut-

able to routing conflicts. 

Numerous strategies, including the utilization of encryption and multiple node information cor-

relation, have been proposed to mitigate routing attacks in WSNs [32]. When formulating a 

protocol, it is imperative to achieve a harmonious balance between two divergent aims: ensur-

ing security and optimizing performance. Achieving good performance at security levels may 

require trade-offs in terms of low energy consumption, processing requirements, and storage 

usage, and vice versa. The implementation of key management strategies has emerged as a 

viable approach to ensuring the security of wireless sensor networks [33]. 

Based on security policy, key management is a comprehensive framework comprising activities 

and mechanisms that facilitate key distribution and ensure compliance with the keying process 

criteria among nodes. It encompasses key generation, maintenance, distribution, protection, 

and control to ensure the secure and appropriate utilization of cryptographic keys. Considering 

the ability to update keys in sensor nodes, key management techniques are classified as static 

or dynamic [34]. Static key management involves pre-distributing a fixed set of keys to sensor 

nodes prior to network deployment. These keys remain constant throughout the network's 

lifespan and are utilized for message encryption and decryption. While static key management 

offers simplicity and efficiency, it presents security vulnerabilities such as susceptibility to 

attacks and compromised keys. In contrast, dynamic key management employs dynamically 

generated keys that are periodically distributed and updated during network operation. The 

objective of dynamic key management algorithms is to enhance network security by reducing 

key exposure time and mitigating the risk of compromised keys. By refreshing keys at regular 

intervals, dynamic key management enhances the resilience and integrity of the cryptographic 

system within the network. 

Group key management is broadly used in various modern collaborative and distributed appli-

cations to provide security. According to source [34], group key management has been identi-

fied as a potentially more efficient approach compared to individual key management in terms 

of energy consumption and memory usage, particularly in large-scale sensor networks. On the 

other hand, paper [25] explores several techniques aimed at optimizing key management in IoT 

devices. These techniques include the utilization of lightweight public key cryptography algo-

rithms, the implementation of threshold-based key sharing mechanisms, and the involvement 
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of trusted third parties to offload key management tasks. These approaches contribute to en-

hancing the overall efficiency and security of key management in IoT environments. 

 

1.4 Objectives 

The main objective of this study is to address the challenges of secure communication in a 

Wireless Sensor Network (WSN) environment. The focus is on developing efficient group key 

agreement protocol that able to enhance various aspects of the system, such as reducing com-

putational time, memory usage, power consumption, and the number of communication mes-

sages required for key establishment and rekeying. Furthermore, the goal is to achieve excellent 

network responsiveness and scalability. 

The work intends to create a secure foundation for communication within the WSN by adopting 

efficient group key agreements. The goal is to optimize these agreements in order to reduce 

resource use while maintaining a high level of security. 

Furthermore, the thesis aims to address challenges related to network lifetime, energy con-

sumption, and load balancing at the cluster head. An efficient routing protocol will be devel-

oped to achieve these goals. This protocol will take into account variables such as energy effi-

ciency, load balancing, and network scalability to ensure the WSN operates optimally. 

The project intends to increase the operational length of the WSN without requiring frequent 

battery replacements or recharging by extending network lifetime and lowering energy con-

sumption. This helps to save maintenance expenses and efforts. Furthermore, load balancing at 

the cluster head will aid in the distribution of network traffic across nodes, preventing conges-

tion and enhancing overall network performance. 

Overall, the objective is to design and implement a secure and efficient WSN environment by 

focusing on group key agreements and an efficient routing protocol. This work aims to enhance 

the security, responsiveness, scalability, energy efficiency, and load balancing capabilities of 

the network, thereby enabling the successful deployment of WSNs in various real-world appli-

cations. 
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1.5 Main Objectives  

How could authentication and data integrity be managed to ensure the security and privacy of 

the IoT-based WSN? To provide a full answer to this question, we propose a research method 

that integrates theoretical analysis with empirical research and is motivated by the sub-ques-

tions listed below: 

R1) What are the challenges in securing wireless sensor networks using efficient group key 

management?  

R2) How can we secure the management of sensors in large-scale deployments? 

R3) How does the proposed method reduce the cost of transmission and power consumption in 

wireless sensor networks?  

R4) Which routing protocol is sufficient to optimize energy consumption and prolong the net-

work’s lifetime? 

 

1.6 Significance of the Research  

This work proposes an efficient and lightweight method of group key management using ellip-

tic curve cryptography to solve the security issues of devices with constrained resources, such 

as IoT-based WSN. The proposed protocol is highly scalable, consumes less power, reduces 

computational time and the number of rounds to initiate keys, and uses less memory for group 

key agreement. Furthermore, the work extends the network's lifetime by enhancing one of the 

most widely recognized routing protocols, LEACH. 

 

1.7 Organization of this Thesis 

The present chapter presents the introduction of the research in general, the background of the 

problem statement, and why the project was carried out. It also talks about the research ques-

tions and goals, as well as the study's scope and importance. The context of this thesis is pre-

sented in Chapter 2, which provides background information and related work. We investigate 

and discuss the characteristics of IoT and wireless sensor networks, paying special attention to 
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the security issues in WSN and the security measurements that provide a secure environment 

for communication in an open area. It also gives an overview of group communication methods, 

group key management, and routing protocols. It also talks about the problems and limitations 

of group key management and the routing methods and techniques used in previous research. 

Chapter 3 explains how the project will be done by listing the materials, methods, and technol-

ogy that will be used to get the information needed for this research to be successful. In Chapter 

4, we investigate the scalability of the proposed method. We develop a comprehensive link 

model of the proposed method and a simulator to analyze its performance under various con-

ditions. Analysis shows that the proposed protocol consumes less time and power and increases 

the lifetime of the network. Chapter 5 presents the conclusion and recommendation for the 

future work of this thesis. 
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CHAPTER 2  
LITERATURE REVIEW 

 

This chapter serves to introduce the fundamental concepts and technologies explored in this 

thesis. It provides a concise overview of authentication and key establishment, group key es-

tablishment, and the different types and roles of group key management. Furthermore, we 

briefly discuss routing protocols in WSN, with a particular emphasis on network structure and 

hierarchical routing, such as LEACH (Low-Energy Adaptive Clustering Hierarchy), an energy-

efficient communication protocol for wireless microsensor networks. 

The chapter thoroughly examines the security issues surrounding WSN, addressing the chal-

lenge of achieving secure communication over open channels among a group of sensors using 

lightweight cryptography encryption. Various approaches for encrypting data are explored, and 

the methods used to enhance the efficiency of WSN are discussed. Lastly, the chapter sheds 

light on diverse strategies that can be implemented to bolster the security and extend the net-

work lifetime of WSN. 

 

2.1 Introduction to Authentication and Key Establishment  

The establishment of secure communications is a fundamental process that encompasses au-

thentication and key establishment as its foundational components. Key establishment focuses 

on acquiring robust cryptographic keys to safeguard the integrity and confidentiality of the 

transmitted data. On the other hand, authentication pertains to verifying the identities of the 

involved parties in the communication process. The escalating reliance of contemporary soci-

ety on digital networks accentuates the paramount importance of ensuring the security of com-

munication systems. As our world advances and incorporates technological innovations, the 

protection of these systems assumes an indispensable role in facilitating the seamless operation 

of our interconnected society. Moreover, it is anticipated that the significance of ensuring the 

safety of communication systems will intensify further in the foreseeable future [35]. 
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2.1.1 Group Key Management  

The group key management scheme is broadly classified into two main categories: dependent 

and independent network-based. Each of the mentioned categories can be further classified. 

For instance, network-independent key management protocols are classified into centralized, 

decentralized, and distributed key management protocols, while network-dependent protocols 

are classified as tree-based and cluster-based key management [36]. 

Centralized group key management protocols:  

One member of the group is superior to the other members and is assigned to control 

access by generating and distributing keys. The main challenges in this category are a 

reduction in storage and power consumption during the computational process. The Key 

Distribution Center (KDC) is available to assign a secret key to each member of the 

group. 

Decentralized group key management protocols:  

It is using the method of sharing authority by dividing a large group's multicast commu-

nication into subgroups to reduce the issue of concentrating on one single place for gen-

erating and distributing keys.  

Distributed key management protocols: 

Distributed key management protocols are used in distributed systems to manage cryp-

tographic keys securely across different nodes or participants. These protocols ensure 

that keys are distributed and shared in a secure and reliable manner so that only author-

ized entities have access to the keys. distribution center [37]. 

 

2.2  Key Management Role  

The main role of a key management scheme is to apply access control to the key in group 

communication. It provides support for establishing, processing, and protecting keys among 

members of a specific group according to restrictions specified by the group [37, 38]. A key 
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management scheme provides authentication for a communication channel. When validating 

user identity is necessary to access a set of resources in group communication, authenticity is 

required.  

Hence, authentication plays a vital role in the key management scheme to prevent an intruder 

from mimicking a valid group member. There are many methods and protocols for authentica-

tion. A new group member cannot send or receive data inside the group unless it has been au-

thorized by performing access control. Generating keys for group members is another duty of 

the key management scheme, in addition to securely distributing them. The key needs to be 

updated from time to time according to the group policy for security reasons [39]. Backward 

and forward secrecy is required for every change in group member to protect previous and new 

conversation communication from a new or left-over member. Independence should be con-

sidered while generating a new set of keys to avoid any kind of prediction by intruders [40]. 

Depending on the ability to update the cryptographic keys of sensor nodes during their run time 

(rekeying), these schemes can be classified into two different categories: static key management 

involves pre-distributing fixed cryptographic keys to sensor nodes for the entire duration of the 

network. While this approach simplifies key distribution and storage, it also increases the vul-

nerability of the network over time. As a key is used for an extended period, the probability of 

it being attacked rises significantly, posing a risk to the network's security.  

On the other hand, dynamic key management refreshes cryptographic keys at regular intervals 

during the network's lifetime. By periodically replacing the keys, the network maintains a higher 

level of security and reduces the window of opportunity for attackers. Dynamic key manage-

ment schemes provide improved resilience and security, mitigating the risks associated with 

using the same key for an extended period. Although they require additional computational re-

sources and communication overhead, the benefits of enhanced security justify these costs, es-

pecially in long-lived networks or hostile environments.  

Dynamic key management is regarded as promising for key management in sensor networks. In 

a dynamic key management process, new keys are generated and distributed to the members of 

the group, while the old keys are revoked or deleted. The process of key distribution and revo-

cation needs to be done securely and efficiently to ensure that only authorized members have 

access to the multicast data. It can be considered a set of processes used to perform rekeying 
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either periodically or on demand as needed by the network. Since the keys of compromised 

nodes are revoked in the rekeying process, dynamic key management schemes enhance network 

survivability and network resilience dramatically [41]. 

Figure 2.1 illustrates a taxonomy of group key management schemes, adapted from the paper 

[42]. The taxonomy is organized into three categories: centralized, decentralized, and distrib-

uted. In the centralized approach, pairwise keys and hierarchical tree methods are used for group 

key management. Hierarchical tree methods are further divided into server-driven rekeying and 

user-driven rekeying. The decentralized approach includes two methods: independent TEK per 

subgroup and common TEK. With independent TEK per subgroup, each subgroup has its own 

unique key, while common TEK uses a single key for all subgroups.  

In the distributed approach, three methods are included: ring-based operation, hierarchy-based 

operation, and broadcast-based operation. Ring-based operation involves transmitting keys 

along a circular path among group members, while hierarchy-based operation involves a hier-

archical structure where keys are distributed based on the level of the hierarchy. Broadcast-

based operations involve transmitting keys to all group members simultaneously. Dynamic key 

management schemes that employ these different methods can dramatically enhance network 

survivability and resilience, making them a valuable tool for securing multicast networks. 
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Fig. 2. 1: Taxonomy of Group Key Management Schemes [42]. 

 

2.3 Basic Requirements and Evaluation Metrics 

The group key management approach provides basic security requirements for confidentiality, 

integrity, authenticity, and access control. The same method holds for a distributed key manage-

ment scheme. Hence, the basic requirements and evaluation metrics for an efficient distributed 

key management scheme rely on networks and the application environment, considering some 

metrics such as security, flexibility, and efficiency. Some of the following metrics can be used 

only in a dynamic key management scheme in which keys are refreshed throughout the lifetime 

of the network, such as forward secrecy, backward secrecy, collusion freedom, and key connec-

tivity, while the remaining metrics can be implemented for both dynamic and static key man-

agement schemes. 
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2.3.1 Security Requirement 

A key management scheme must provide a cryptographic key in a secure way that prevents 

malicious nodes and new members or left members from encrypting and decrypting previously 

and future messages in group communication. For instance, the forward secrecy method is ap-

plied to prevent users who left the group from having access to any future key (for the purpose 

of decrypting future messages). While backward secrecy, on the other hand, operates to prevent 

new users who join the group recently from accessing previous keys that help decrypt previous 

messages. To ensure both forward and backward secrecy, a re-key operation with a new traffic 

encryption key is required. 

Another metric that can be found under the category of security requirements is collusion re-

sistance. Evicted members in the group should not be able to collude and share system keys, to 

prevent deducing the current traffic encryption key. A good dynamic key establishment tech-

nique must resist the collusion of newly joined and compromised nodes. 

 

2.3.2 Efficiency Metrics  

Any system that uses group key management protocols must be able to provide the type of keys 

that are needed for the exact operation of the network while, at the same time, considering the 

heavy constraints inherent to the network. Hence, the process of key generation and distribution 

should not create excessive burdens on bandwidth, processing time, memory, and energy con-

sumption during the process of generating and distributing keys [43].  

• The number of iterations required to generate and distribute keys is one of the factors that 

influence processing and communication requirements. 

• As the number of messages within a group increases, both the number of transmitted and 

received messages also grow linearly, leading to elevated latency. Consequently, it is cru-

cial for the protocol to minimize the message count, ensuring efficient communication.  

• In a key management scheme, resources need to be reserved during the group setup phase 

due to computational requirements. More resources are required for maintaining a group 
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than for updating it, and during the maintenance process, communication with all mem-

bers is necessary. 

• DH keys identify whether the protocol uses Diffie-Hellman (DH) [36] to generate the 

keys. The use of DH to generate the group key implies that the group key is generated in 

a contributory fashion. A DH key, also known as a Diffie-Hellman key, is a shared secret 

key that is generated by two parties using the Diffie-Hellman key exchange algorithm. 

The Diffie-Hellman key is used to encrypt and decrypt messages transmitted between the 

two parties via an insecure communication channel. 

Bandwidth: The process of re-keying generates a variable number of messages, the exact quan-

tity depending on the method used, network type, and environment. As a result, the protocol 

should be designed to minimize the quantity of messages and bandwidth overhead, especially 

in dynamic environments. 

1-affects-n: In the contect of group key management protocols the term "1 affects n” refers to 

an issue in which a single membership changes in the group impacts all of the other members 

in the group. This issue arises when a protocol requires that each and every member of a group 

must make a commitment to a new temporary encryption key (TEK) whenever a single mem-

bership change occurs. This could result a significant overhead and delay, especially for large 

groups [42]. 

Delay: In certain multimedia applications, an uneven delay in packet delivery is deemed unac-

ceptable due to its detrimental effect on the overall quality. Therefore, it is essential for any key 

management scheme to carefully consider this aspect and aim to minimize the influence of key 

management on packet delivery delays. By reducing the impact of key management operations 

on packet delivery delays, the overall quality and performance of multicast-based applications 

can be significantly improved [42]. 

Key connectivity: It is a measure of how well groups of sensor nodes are able to establish shared 

keys, which is crucial for ensuring secure communication between nodes in a WSN. Local con-

nectivity and global connectivity are two metrics used to evaluate key connectivity in WSN. 

Local connectivity refers to the probability that a pair of neighboring nodes can establish a 

shared key, while global connectivity considers the probability that groups of sensor nodes 

throughout the network can establish shared keys. Insufficient key connectivity can seriously 
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impair the functioning of the network, as neighbouring nodes will not be able to communicate 

securely. This can lead to the loss of data or even the complete failure of the network [44]. 

 

2.4 Distributed Key Management 

In a distributed key management system, no member of the group is superior to another member 

of the group, and no member is assigned control of the group in terms of generating and distrib-

uting keys. No member has more authority than other members; when there is a change in the 

size of a membership group, all members follow a procedure defined by a group key manage-

ment protocol to make a computation of the group key and distribute the result of the computa-

tion to multicast group communication through sending overhead messages. 

A distributed key management scheme provides the property of fault tolerance, allowing oper-

ations to continue properly even in the event of failures. This enhances system performance, 

increases reliability, and reduces bottlenecks in the network compared to other approaches. 

However, it is important to note that a distributed key management scheme also introduces cer-

tain drawbacks. Specifically, the scheme is associated with increased communication overhead 

and computational time, which scale linearly with the number of members in a group. 

Moreover, contributory protocols necessitate the awareness of each group member regarding 

the list of participants to ensure the robustness of the protocols [45]. Various parameters can 

affect a distributed key management approach; these include the number of iterations required 

by a protocol to complete the computation process, communication requirements, the number 

of messages transmitted and received among group members, as well as the processing and 

computational time needed to establish contact with all members of a group. These attributes 

aid in evaluating the efficiency of each distributed key-agreement protocol. 

Distributed key management protocols can be classified into three sub-categories based on the 

type of logical topology shaped by members in a group for cooperation: ring-based coopera-

tion, broadcast-based cooperation, and hierarchy-based cooperation, as shown in Figure 2.2. 

There are some factors that affected the distributed key management approach, such as the 
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number of iterations and messages transferred among members, in addition to the cost of gen-

erating and computing the group key [42]. 

 

Fig. 2. 2: Distributed Key Management Schemes Categorized by Their Operation Method [42].  

This diagram illustrates a taxonomy of distributed key management systems for secure group commu-
nication. The taxonomy is founded on the operation methods used for key management: ring-based, 
hierarchy-based, and broadcast-based. There are two methods of ring-based operation: Ingemarson et 
al. and DFM. Ingemarson et al. use a ring structure to distribute keys, whereas DFM employs a dynamic 
fault model to generate and distribute keys. D-FT, D-OFT, STR, and D-LKH  are techniques of Hier-
archy-based operation. Octopus is a tree-based key distribution method that employs a threshold cryp-
tography scheme. D-FT and D-OFT utilize fault-tolerant techniques to distribute keys. STR distributes 
keys using a star topology, whereas D-LKH employs a modified version of the LKH algorithm. Three 
methods are utilized in broadcast-based operations: BD, CKA, and Flat. CKA uses a key agreement 
protocol to distribute keys, whereas BD employs a broadcast encryption scheme. Flat employs a tree-
based strategy for key distribution. This taxonomy provides a comprehensive overview of distributed 
key management schemes for secure group communication and can help in selecting an appropriate 
method based on the specific needs and characteristics of the group. 
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The majority of distributed group key management protocols are derived from the cryptography 

Diffie-Hellman method and have attempted to extend it from a two-party setting to a multiparty 

environment. Steer et al. [46], for example, proposed a method that provides a high quality and 

robust operation that can be applied on digital networks such as the Integrated Services Digital 

Network (ISDN), with the encryption process managed by a conference control unit.  

The system's limitations include that key distribution and authentication require a large number 

of transmitting messages from the control unit (4n-2) that must be repeated each time a new 

member is added to the group communication. Furthermore, this approach lacks backward and 

forward secrecy, which is essential for every change in-group member to protect previous and 

new conversation communication from newly joined or left members. In this setup, the attacker 

can use passive eavesdropping to intercept information being communicated over the channel. 

Rafaelli and Hutchison's paper [37] presents an overview of several prominent group key man-

agement protocols, including Group Diffie-Hellman protocol, the Key Tree scheme, and the 

Logical Key Hierarchy scheme. In addition, the authors present a novel conference key distri-

bution mechanism that overcomes passive eavesdropping attacks. The approach employs a 

two-degree cyclic function that has been proven to be secure against passive adversaries. The 

method is extended to be secure against active eavesdropping attacks by providing a conference 

key that is a combination of a public key and an authentication scheme. The authors also extend 

the method to be secure against an adaptively chosen message attack by a real-time middleper-

son, provided that the discrete logarithm problem is intractable. One potential limitation of this 

approach is its vulnerability to directed, chosen, and known message attacks, which could com-

promise the security of the system. 

In 2006, [47] introduced a flexible framework for constructing group key agreement protocols 

that offer security against malicious insiders and active adversaries within a point-to-point net-

work. The obtained results show that the proposed framework maintains a consistent number of 

rounds throughout the construction process, resulting in an effective, adaptable, and secure pro-

tocol. 

In 2007, Jonathan Katz and Moti [48] addressed the problem of authenticated group key ex-

change among multiple parties. The authors present a provably secure protocol based on the 

decisional Diffie-Hellman (DDH) assumption that uses the same security model as other recent 
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work in the area but with improved rigor. The protocol is designed to ensure that parties involved 

in the key exchange are who they claim to be and to prevent impersonation attacks.  

The paper [49] presents a modular approach to the design and analysis of authentication and key 

exchange protocols. The authors contend that the design and analysis of these protocols should 

take a modular approach, concentrating on the distinct security objectives that each protocol 

component must meet. This study gives a formal model for this technique and illustrates its 

effectiveness through the analysis of several existing authentication and key exchange protocols. 

The paper [50] proposes a (t, n) threshold multi-conference key agreement protocol that relies 

on a public-key infrastructure. The protocol can establish a session key even in the presence of 

a number of malicious participants among the conference participants. The protocol is provably 

secure against passive and active adversaries under the assumption that the number of corrupted 

servers in the scheme is less than a certain threshold value. The paper provides a detailed anal-

ysis of the proposed protocol's security properties and identifies its strengths and weaknesses. 

One of the main features of the protocol is its ability to construct a session key even in the 

presence of malicious participants, which is achieved using a polynomial-based approach. How-

ever, constructing a polynomial with a high degree of complexity can be a burden on the 

scheme's efficiency. Additionally, the protocol is dependent on a public-key infrastructure, 

which may prevent it from being practically applicable in some settings. 

 

2.5 Ring-Based Cooperation  

Ring-based cooperation is a paradigm that organizes members of a group or organization into a 

circular or ring-like structure, with each member playing an equal role in essential management 

processes. In this approach, the group members employ a shared key or a set of keys to perform 

the encryption and decryption processes for the purpose of securing and accessing information 

within the group. Every participant takes on the roles of generating and distributing key man-

agement, thereby being accountable for safeguarding the shared key and handling their individ-

ual key. Whenever a node receives a message containing an intermediary key, it calculates the 

key and passes it on to another member.  
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Ring-based cooperation for group key management is a decentralized method that enables each 

member to share responsibility for the group's communication and data security. This method 

provides a high level of security because only authorized group members have access to the 

shared key. However, this strategy has limitations, such as traffic considerations and fault iso-

lation. Unidirectional traffic can be disadvantageous, and if one participant does not cooperate, 

the entire process can be rendered ineffective. 

The ING protocol [51, 52] requires a synchronous start-up and executes in (n - 1) rounds, where 

n is the total number of participants in the ring. In each round, every participant raises the pre-

viously received intermediate key value to the power of its own exponent (random secret) and 

forwards the result to the next participant in the ring. After (n - 1) successfully completed rounds, 

all n participants in the ring share a group key K. 

The ING protocol, which can be seen as an extension of the two-party Diffie-Hellman protocol 

referenced as [53] , offers a decentralized solution for group key management, similar to other 

ring-based cooperation models. By ensuring that only authorized group members have access 

to the shared key, this approach guarantees a strong level of security. Nevertheless, it is im-

portant to acknowledge certain limitations of the ING protocol, such as the requirement for syn-

chronous start-up and the potential vulnerability to attacks if any participant's security is com-

promised. 

 

2.5.1 Ingemarsson et al., Protocol  

Ingemarson et al.'s protocol, developed in 1982, is one of the earliest key management protocols 

designed to extend the public key distribution system proposed by Diffie-Hellman for confer-

ence group communication [51, 53]. The protocol addresses the challenges of secure communi-

cation and efficient key management in group settings. It enhances the sharing of cryptographic 

keys among participants, allowing for more than two participants (n>2) in a group. To achieve 

this, participants are required to establish a virtual ring topology or circular formation to facili-

tate key agreements. A signal is circulated along the virtual topology, passing from one station 

to another until it reaches the last station. This process is repeated for the generation and distri-

bution of new keys. The transmission of messages in Ingemarson et al.'s protocol necessitates 
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simultaneous operation and execution, requiring (n - 1) rounds, where n represents the number 

of participants in the group. This protocol enables two or more members of a group to establish 

a shared group key, as indicated by the following formula. 

𝑅𝑜𝑢𝑛𝑑; 𝑘 ∈ [1, 𝑛 − 1]. 

𝑀! → 𝑀(!#$)&'(): 2𝛼
*+𝑁,-𝑗 ∈ [(𝑖 − 𝑘)𝑚𝑜𝑑𝑛, 𝑖].: 

 

Example: 𝑀 = 4. Transmitted messages from station 2: 
Time Instant Transmitted message 

1 𝛼/!𝑚𝑜𝑑𝑝 

2 𝛼/"#/! , 𝛼/"/!𝑚𝑜𝑑𝑝 

3 𝛼/##/"#/! , 𝛼/#/"#/#/!#/"/!𝑚𝑜𝑑𝑝 

 

Station 3 raises the first part of the last message to the power 𝑅0 modulo 𝑝 and obtains the 

conference key 

𝐾(1) = (𝛼/##/"#/!)/$𝛼/#/"#/#/!#/"/!𝑚𝑜𝑑𝑝 

𝛼/#/$#/"/$#/!/$#/#/"#/#/!#/"/!𝑚𝑜𝑑𝑝         

All the participants agreed on a prime modulus and a generator in this case, P and R0,R1. . .,RM1 

in the range {l, p – 1}. U1 selects a private random number and calculates the number with mod 

p  and sends the result publicly to U2 then U2 selects his private random number Where n is 

number of participants and integers R0,R1. . .,RM-1,  in the range {l, p – 1}.Ri is the integer chosen 

randomly by station i and kept secret in that station. 

Ingemarsson et al., protocol is considered inefficient for the following reasons:  

• It starts with the initializing step to organize all members in a group.  

• The conference key is established after computation in  Mi-1 rounds.  

• The symmetrical nature of the protocol makes dynamic membership support a costly 

operation.  

In the event of leaving any of the members or adding new members the entire process should be 

repeated for security purposes and to generate a new group key. 
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2.5.2 Group Diffie–Hellman (GDH) Key Exchange  

The extension of Diffie-Hellman key exchange is a GDH key exchange protocol that supports 

group communications in which more than two members are participating. The basic strategy 

of GDH key management is the agreement of using a pair of two prime numbers, such as (q and 

g) ' ℤ2∗ . The calculation process will be done separately by each member of the group in such a 

way that the first member calculates the first value and passes it on to the next entity in the 

group. 

To generate a new set, each member uses its own secret number when it receives the set of 

intermediary values. A generated set will contain n-1 exponents and n intermediate values for a 

group of n members [37]. Initial key agreement of group key Diffie-Hellman is as follows if we 

have a group of three users: 

User3 will receives the set from User 2 : 

 {gx2 , gx1, gx1x2 } and generates the set  {gx2x3 , gx1x3 , gx1x2 , gx1x2x3 }  

The key value for the upper example is gx1x2x3  . calculation of keys can be done by using key 

value using the formula (key = gx1···xn mod q).  

Initiation: Let 𝑝 be a prime and q a prime divisor of 𝑝 − 1.  Let G be the unique cyclic subgroup 

of ℤ2∗of order 𝑞, and let 𝛼 be a generator of G. 

Round 𝑖(0 < 𝑖 < 𝑛) 

1. 𝑀! selects 𝑟! ∈/ ℤ2∗  

2. 𝑀! 	→ 	𝑀!#$: E𝛼
%"…%'
%( F	𝑗	 ∈ [1, 𝑖]G , 𝛼4"…4' 

Round 𝑛 

1. 𝑀) selects 𝑟) ∈/ ℤ2∗  

2. 𝑀) 	→ 𝐴𝐿𝐿		𝑀! :	E𝛼
%"…%'
%( F	𝑖	 ∈ [1, 𝑛]G	 

The resulting key is 𝜶𝒓𝟏…𝒓𝒏. 

The protocol you provided is a key agreement protocol that enables a group of n parties (M1, 

M2, ..., Mn) to establish a shared secret key over an insecure communication channel. 
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The following is an explanation of the protocol : 

1. Initialization: 

• Choose a prime number p and a prime divisor q of 𝑝 − 1. 

• Find a cyclic subgroup G of ℤ2∗  of order q, and choose a generator α of G. 

2. Round i (0 < i < n): 

• Each party Mi selects a random number ri from ℤ2∗  

• Mi computes a list of values of α raised to certain powers, as follows: 

• For each j in {1, i}, compute α^((𝑟$…𝑟!)/ 𝑟!). 

• Mi sends the list of values {α^((𝑟$…𝑟!)/rj) | j in (1, i) and α^(r1...ri) to the next party, 

Mi+1. 

3. Round n: 

• The last party, Mn, selects a random number rn from ℤ2∗  

• Mn computes a list of values of α raised to certain powers, as follows: 

• For each I in {1, n}, compute α^((r1...ri)/rn). 

• Mn sends the list of values {α^((r1...ri)/rn) | I in (1, n)} to all parties. 

4. Key derivation: 

• Each party Mi computes α^(r1...rn) using the values it received in the last round. 

• The resulting key is α^(r1...rn). 

The security of this protocol relies on the hardness of the discrete logarithm problem (DLP) in 

group G. In particular, an eavesdropper who intercepts the messages exchanged during the 

protocol would need to solve the DLP in G in order to recover the shared key, which is assumed 

to be computationally infeasible. 

 

2.6 Hierarchy-Based Cooperation  

The process of rekeying in this approach produces less overhead, a smaller number of broadcast 

messages, and a smaller number of rounds due to the strategy of distributing and sharing keys 

among subgroups. The key principle of this approach is to divide large-group communication 

into subgroups. In a dynamic environment, when there is a change in group size, the process 

of distributing new traffic encryption keys is not shared with all communication participants in 
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the topology. The protocols following Hierarchy-Based Cooperation are Octopus, Distributed 

Flat Table D-FT, Distributed One-Way Function Tree D-OFT, Skinny Tree Protocol STR, and 

Distributed Logical Key Hierarchy D-LKH. 

 

2.6.1 Octopus Distributed Key Agreement Protocol  

The Octopus protocol [54] also worked to extend the cryptography method proposed by Diffie-

Hellman, it was presented in 1998 by researchers Becket and Wille. The key principle of this 

protocol is to divide large group communication into subgroups (if n represents the number of 

participants in a group communication, the number of subgroups produced by the Octopus 

protocol is n/4) as shown in figure 2.3. All the group members can calculate the group key by 

performing an II-party Diffie-Hellman exchange with their group node leader, Isubgroup = 

αu1u2...un/4, where ui is the contribution from user I, and then the subgroups exchange their in-

termediary values [36, 37]. All four group node leaders then perform a IV- party Diffie-Hell-

man  exchange the four subgroups leader or whatever in away the intermediary values of the 

first two subgroups will be exchange and create αIa .Ib  then the last two subgroups will be 

exchange and create αIc.Id later on the result of the first two subgroups will be exchange with 

the result of the second two subgroups using DH exchange method and the result will be αIa 

.Ib.Ic.Id . After calculation by all the group node leaders, they send αIa .Ib.Ic.Id to their respective 

subgroups  𝛼𝐼𝑎	
. 𝐼𝑏. 𝐼𝑐. 𝐼𝑑 /ui  where i = 1···(n–4)/4, and all members of the group are capable 

of calculating the group key.    
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Fig. 2. 3: Visual Representation of The Octopus Protocol's Group Key Distribution Method. 

The figure demonstrates the division of a large group’s communication into smaller subgroups. The 
number of subgroups produced by the protocol is n/4, where n represents the number of participants in 
the group. 

 

2.7 Encryption in Constrained Systems 

Due to the nature and size of IoT devices, they usually have a limited number of resources. A 

consequence of this is that most IoT devices do not have the processing power or resources 

necessary for more robust encryption algorithms. Because encryption is still a necessary com-

ponent of their functionality, lightweight encryption algorithms could be used. These algo-

rithms could be implemented in software or through an integrated circuit (IC) in hardware. 

Each of these methods comes with an increase in cost for the IoT manufacturer because both 

methods require additional resources. Currently, there is no standard, and many IoT devices do 

not support encryption at all. 

The National Institute of Standards and Technology (NIST) [55] has published a report on 

lightweight cryptography. In response to the growing need for cryptographic algorithms suita-

ble for devices with limited resources, NIST has initiated the "lightweight cryptography initia-

tive" aimed at developing such algorithms. These algorithms, referred to as 'lightweight cryp-

tography,' are specifically designed to possess key characteristics such as low power consump-

tion, compact code size, high operational speed, resilience against side-channel attacks, and 

secure key management. The primary purpose of these algorithms is to cater to applications on 
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the Internet of Things (IoT) and other domains where resource-constrained devices are preva-

lent. 

 

2.8 Public Key Cryptography 

The foundation of classic cryptography is the assumption that both the sender and the recipient 

have access to the identical secret key. The message is encrypted by the sender utilizing a secret 

key, and subsequently decrypted by the recipient using the same key. The term "symmetric 

cryptography" describes this kind of operation. The challenge is ensuring that the sender and 

the recipient use the same secret key. The difficulty in developing a secret-key cryptosystem 

has been the need to ensure the confidentiality of all keys. 

The public-key cryptography introduced in 1976 by [17] and become a significant transfor-

mation with cryptographic systems. This technique involves the use of a pair of keys, namely 

the public key and the private key, which possess a mathematically related relationship. While 

the public key is publicly available, the private key remains confidential. Consequently, the 

need for the sender and receiver to exchange secret information is eliminated, as all communi-

cations rely exclusively on public keys. It is important to note that private keys are never trans-

mitted or shared. Public-key cryptography enables the transmission of confidential messages 

using public information, such as the public key of the intended recipient, while decryption can 

only be achieved using the corresponding private key. Additionally, this system can be utilized 

to provide data or software authenticity and origin verification through the use of digital signa-

tures. 

In the realm of IoT devices, it is strongly advised to incorporate public-key cryptography to 

safeguard device security. This can be achieved by integrating the cryptographic algorithm 

directly into the device's firmware or integrated circuit (IC). However, this approach often en-

tails additional expenses. Therefore, IoT manufacturers need to consider various factors, such 

as the robustness of the key and algorithm utilized, alongside the costs associated with imple-

menting the required security measures. Employing a sufficiently strong key and algorithm can 

render it practically impossible to break through computational means, demanding an immense 
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amount of computing resources valued at trillions of dollars. This highlights the importance of 

effectively implementing security measures in IoT devices. 

 

2.9 Elliptic Curve Cryptography  

Elliptic Curve Cryptography (ECC) [56] is a contemporary class of public-key cryptosystems 

based on elliptic curves defined over finite fields and utilizing the Elliptic Curve Discrete Log-

arithm Problem (ECDLP). ECC provides encryption, digital signatures, and key exchange, 

which positions it as a prospective alternative to the conventional RSA cryptosystem. ECC 

offers a number of benefits over RSA [57], including reduced key sizes and signatures, rapid 

key generation, agreement, and signatures [58]. 

The utilization of ECC methods requires the selection of proper elliptic curves, which can pro-

vide varied levels of security, performance, and key length. The selection of an elliptic curve 

is critical since it has a direct impact on the overall security and efficiency of the ECC imple-

mentation [59]. Researchers have performed substantial research on elliptic curve cryptog-

raphy, aiming to identify optimal curve parameters and methods that strike the correct balance 

between security and computing overhead, particularly in resource-constrained situations such 

as embedded computers. 

Koblitz's pioneering work in 1987 laid the foundation for ECC and began the investigation of 

its cryptographic features. Since then, ECC has gotten a lot of attention from the research com-

munity because of its ability to address the limitations of standard public-key cryptosystems. 

Several studies have analyzed and evaluated the feasibility of ECC for embedded systems, 

taking into account issues such as power consumption, memory requirements, and computing 

efficiency. These investigations have underlined the benefits of ECC in fulfilling the demands 

of resource-constrained contexts while providing robust security. To implement discrete loga-

rithm systems in ECC, cyclic subgroups of a point on an elliptic curve can be used. The elliptic 

curve 𝐸 over a field of integers modulo p 𝐹7 can be denoted by an equation of the form:  

 

𝑦1 = 𝑥0 + 𝑎𝑥 + 𝑏                                 (1) 
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Let a, b be arbitrary integers in 𝐹7such that  

4𝑎0 + 27𝑏1 ≢ 0(𝑚𝑜𝑑𝑝)                              (2) 

A point (x, y) on the elliptic curve 𝑬  such 𝑥, 𝑦	 ∈ 𝔽7 satisfies the equation if and only if it is a 

point on the curve. The set of all points on 𝑬(𝔽𝒑) is denoted by 𝑬(𝔽𝒑) Cyclic subgroups of a 

point 𝑃(𝑥, 𝑦) on 𝑬(𝔽𝒑) are useful for constructing cryptographic protocols based on the dis-

crete logarithm problem. 

ECC provides several groups of algorithms based on the math of elliptic curves over finite 

fields. These include digital signature algorithms, encryption algorithms, and key agreement 

algorithms. Two commonly used ECC digital signature algorithms are ECDSA (Elliptic Curve 

Digital Signature Algorithm) and EdDSA (Edwards-curve Digital Signature Algorithm). Pop-

ular ECC encryption algorithms include the ECIES (Elliptic Curve Integrated Encryption 

Scheme) and ECEG (EC-based ElGamal). Widely used ECC key agreement algorithms include 

ECDH (Elliptic Curve Diffie-Hellman), X25519, and FHMQV (Full-Hierarchy MQV). Several 

research studies have investigated the application of ECC in various fields, including wireless 

sensor networks and mobile devices. These studies have shown that ECC can provide a high 

level of security while utilizing limited resources, making it an efficient and effective crypto-

graphic technique for resource-constrained devices. Therefore, ECC is considered a promising 

solution for secure communication in a wide range of applications. 

 

2.9.1 Elliptic Curve Key Generation  

The process of generating cryptographic keys using elliptic curves is referred to as elliptic curve 

key generation. The key generation involves using an elliptic curve 𝑬 defined over a finite field 

of integers 𝔽7, with a point G in 𝑬(𝔽𝒑) having a prime order n. The cyclic subgroup generated 

by point G is represented as 𝐺 = {	∞, 𝐺, 2𝐺, 3𝐺,…… (𝑛 − 1)𝐺}. The prime p, the equation of 

the elliptic curve 𝑬, the point G, and its order n, are considered as public domain parameters.  

An elliptic curve key generation system uses four public domain parameters, which include a 

prime number p, an equation that defines the elliptic curve 𝑬, a point G on the curve, and the 

order n of point G. A private key d, which is an integer randomly chosen from the interval {1, 
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n −1}, is used to generate the corresponding public key Q on the curve 𝑬. The public key is 

represented as a point: 

𝑄 = 𝑑𝐺                              (3) 

where the scalar multiplication of the private key d with the generator point G is performed 

according to equation (3). The elliptic curve discrete logarithm problem refers to the difficulty 

of determining the private key d given the public domain parameters and the public key Q. 

 

2.10 Routing Protocol  

Data transmission flow is one of the most important aspects of WSN and is given a lot of 

attention. A collection of protocols collectively referred to as routing regulates the direction in 

which data is sent from one point to another across a network. Many different factors, such as 

energy consumption, coverage area, and others, should be taken into account when developing 

routing protocols for WSNs. On the basis of network structure, WSN routing protocols can be 

divided into three groups: flat, location-aware, and hierarchical [60].  

Flat routing directs all traffic to the base station, resulting in significant energy consumption. 

In this setup, each network node has the same function and can communicate with the sink 

node or base station through intermediate nodes. However, due to its limitations, this routing 

strategy is not recommended in large-scale systems. Hierarchical routing systems, in contrast 

to flat routing, partition the network into clusters, where each cluster has a cluster head respon-

sible for communicating with the base station. This saves energy by reducing the number of 

nodes that connect directly with the base station, resulting in a longer network lifetime and 

improved scalability. However, hierarchical routing protocols require more complicated man-

agement techniques and are susceptible to cluster head failure [61, 62].  

Another main category of routing protocols is location-based routing, in which each node in 

the network has a unique location and uses this information to determine routing decisions. 

This approach can enhance network efficiency by lowering communication overhead and min-

imizing the routing path, but it requires accurate location information and can be affected by 

location errors and mobility [63]. The use of machine learning techniques, such as 
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reinforcement learning and neural networks, to optimize routing decisions based on changing 

network conditions and application requirements has recently emerged as a new trend in wire-

less sensor network (WSN) routing. These approaches can provide better adaptability and fault 

tolerance, but it require more computational resources and may pose challenges in terms of 

security and privacy [64]. Figure 2.4 depicts the different subcategories of wireless sensor net-

work (WSN) routing protocols. 

 

 

Fig. 2. 4: Routing Protocol Classification [62].  

This diagram depicts the classification of wireless sensor network routing protocols. The diagram is 
split into two parts: protocol operation and network structure. The protocol operation section describes 
the various types of routing protocols based on their operation, such as QoS-based routing, query-based 
routing, and multipath routing. The network structure section describes the various types of routing 
protocols based on their network structure, including flat routing, location-aware routing, and hierar-
chical routing. Static routing and dynamic routing are further classifications of hierarchical routing. 
This classification helps to provide a better understanding of the various routing protocols available for 
WSNs and their specific features and capabilities. 
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Table 2. 1: Comparison of Routing Techniques 

Routing Technique Energy Consumption Adaptability Fault Tolerance 

Flat Routing Limited Limited Limited 

Hierarchical Routing High Limited Limited 

Location-based Routing Limited High Limited 

Machine Learning-Based Routing Low High High 

 

The "Comparison of Routing Techniques" table compares several routing techniques based on 

their energy consumption, adaptability, and fault tolerance. The table categorizes routing strat-

egies into four categories: flat routing, hierarchical routing, location-based routing, and ma-

chine learning-based routing. 

Flat routing is distinguished by low energy usage, adaptability, and fault tolerance. On the other 

hand, Hierarchical routing consumes more energy but is less adaptable and fault-tolerant.  Lo-

cation-based routing consumes less energy, is more adaptable, and has a lower fault tolerance. 

Machine learning-based routing, on the other hand, has low energy consumption, high adapta-

bility, and high fault tolerance, considered an optimum solution for some types of applications. 

However, it is also important to consider other factors such as computational resources, secu-

rity, and privacy when deciding on a routing technique [65]. 

Several routing methods have been developed to optimize energy consumption and energy bal-

ance in sensor networks, with the goal of extending the network lifetime and enhancing overall 

system performance.  

The Low Energy Adaptive Clustering Hierarchy (LEACH) is a well-known routing protocol 

proposed in the paper [29]. This protocol uses a hierarchical structure routing strategy to im-

prove the robustness and scalability of networks that fluctuate in size dynamically. The proto-

col suggests using a random number between 0 and 1 to assist in the selection of the cluster 

head (CH). The threshold value T (n) is calculated using the following formula: 
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𝑇(𝑛) =

⎩
⎪
⎨

⎪
⎧

𝑝

1 − 𝑝 ∗ g𝑟𝑚𝑜𝑑 h1𝑝ij
, 𝑖𝑓𝑛𝑜𝑑𝑒ℎ𝑎𝑠𝑛𝑜𝑡𝑏𝑒𝑒𝑛𝑎𝑐𝑙𝑢𝑠𝑡𝑒𝑟ℎ𝑒𝑎𝑑 ∈ 𝑡ℎ𝑒𝑝𝑎𝑠𝑡

1
𝑝
𝑟𝑜𝑢𝑛𝑑𝑠

0, 𝑖𝑓𝑛𝑜𝑑𝑒ℎ𝑎𝑠𝑎𝑙𝑟𝑒𝑎𝑑𝑦𝑏𝑒𝑒𝑛𝑎𝑐𝑙𝑢𝑠𝑡𝑒𝑟ℎ𝑒𝑎𝑑 ∈ 𝑡ℎ𝑒𝑝𝑎𝑠𝑡
1
𝑝 𝑟𝑜𝑢𝑛𝑑𝑠

 

The protocol selects cluster heads from the nodes randomly, using a threshold value determined 

by a formula that incorporates the desired percentage of nodes to become cluster heads (denoted 

by parameter p), the current round number (denoted by r), and the set of nodes that were not 

chosen as cluster heads in the last 1/p rounds (represented by G). The parameter p is a value 

between 0 and 1, and the selection of cluster-heads is performed randomly to ensure a fair 

distribution of energy consumption among the nodes. The protocol operates in rounds, with 

each round consisting of a setup phase and a steady-state phase. In the setup phase, cluster 

heads are selected, and clusters are formed. In the steady-state phase, each node sends data to 

its corresponding cluster head, and the cluster head aggregates the data and transmits it to the 

base station. The parameter 1/p is used to determine the number of rounds between successive 

selections of cluster heads, allowing for dynamic clustering and energy consumption distribu-

tion. 

The primary purpose of the LEACH protocol is to maintain a balanced distribution of energy 

consumption across all nodes in the network. The protocol achieves this through a hierarchical 

structure that consists of three members: the sink, cluster head, and cluster nodes. 

The sink acts as the central station, collecting data from all nodes in the network and uses this 

data for further processing. To prevent the same node from becoming the cluster head several 

times, one node is randomly chosen from the other nodes in the network to act as the cluster 

head. 

The cluster head is responsible for designating nodes within its cluster by sending a request 

message to all geographically nearby nodes. Any nodes that send an acknowledgement mes-

sage back to the cluster head are accepted as members of the cluster. Each cluster member then 

sends its data to the cluster head, which aggregates the information and transmits it to the sink. 
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Wu et al. [52] combined two strategies to provide an energy-aware routing algorithm for solar 

wireless sensor networks: Grouping of Unequal Clusters Using Energy Harvesting and Optimal 

Adaptive Performance Routing (EHGUC-OAPR). EHGUC first selects multiple groups of 

nodes to operate as cluster heads based on a weighted sum that takes energy harvesting rate, 

distance, and other variables into consideration. This technique decreases the cluster size and 

separation from the base station, reducing the overall energy consumption of the clusters, al-

lowing for more energy to be stored and used for inter-cluster data analysis. The optimal adap-

tive performance routing algorithm (OAPR) then determines the next hop based on each node's 

ability to sustain energy to ensure accurate packet transmission. Table 2.2 summarizes the key 

features, advantages, and disadvantages of several cluster-based routing protocols for wireless 

sensor networks. The table provides a comparison of different protocols, helping researchers 

and practitioners choose the appropriate protocol for their needs [66].  
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Table 2. 2: Comparison of Cluster-Based Routing Protocols for Wireless Sensor Networks 

Protocol Key characteristics Advantages Limitations Reference 

Low-energy adaptive 
clustering hierarchy 
(LEACH) 

Uses clustering to divide a 
network into smaller groups 
with cluster heads for com-
munication with the BS. Im-
plements local compression 
to reduce global communica-
tion costs in terms of energy 
consumption and transmitted 
messages. 

Provides localized coordination and con-
trol for cluster setup and operation, ran-
domized rotation to elect cluster heads 
among nodes, energy efficiency, simplic-
ity, and load balancing, which can ex-
pand the network lifespan. 

Not applicable to time-con-
strained applications or large-
scale networks due to single-
hop communication. 

[29] 

Hybrid and energy    
efficient distributed 
(HEED) 

Forms clusters of equal size 
and selects cluster heads 
based on primary and sec-
ondary network parameters. 

Minimizes intra-cluster communication 
energy consumption, achieves well dis-
tributed cluster nodes in the network. 

Increases control message 
overhead during the cluster 
formation phase. 

[67] 

Cluster-based even 
driven routing proto-
col (CERP) 

Forms clusters based on vari-
ous events and calculated the 
shortest path using distance-
based link cost. 

Limits energy consumption by provid-
ing the shortest distance between clus-
ter heads and the base station. 

May isolate nodes in the net-
work and may result in unequal 
cluster formation due to event 
occurrence. 

[68] 

Dijkstra-based 
weighted sum         
minimization  
(DWSM) 

Uses a multi-objective 
weighted function to calcu-
late link cost between nodes 
and investigates the impact of 
varying weighting factors on 
wireless mesh network per-
formance. 

Flexible in selecting different metrics 
for optimization, such as delay or ca-
pacity, based on the requirements of 
the specific application. The method 
may be suitable for implementation on 
constrained devices with limited pro-
cessing power and memory. 

The proposed method is fo-
cused on static WMNs and may 
not be applicable to dynamic or 
mobile networks. In addition, 
the performance of the pro-
posed method is dependent on 
the weighting factor, which 

[69] 
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needs to be carefully chosen for 
optimal results. 

Hierarchical unequal 
clustering fuzzy        
algorithm (HUCFA) 

Divides the network area into 
three horizontal layers and 
uses fuzzy logic for cluster 
head selection. 

reduced energy consumption, im-
proved energy efficiency, and ex-
tended network lifetime. The fuzzy-
logic-based CH selection scheme pro-
vides flexible and adaptive selection 
of CHs, leading to balanced energy 
consumption across the network. The 
hierarchical clustering approach re-
duces communication overhead and 
network congestion, improving com-
munication efficiency. 

Provides inefficient results 
when node mobility increases 
due to linguistic variables. 

[66] 

Fuzzy maximum     
lifetime (FML) 

Uses a fuzzy membership 
function to calculate link 
weight and selects the mini-
mum weighted path via the 
Dijkstra algorithm. 

Maximizes network lifetime by taking 
the residual energy of the source node 
into account and considers node mo-
bility. 

Inapplicable to time-con-
strained applications. 

[70] 

Unequal Clustering  
approach using    
Fuzzy logic (UCF) 

a. The UCF algorithm selects 
nodes with the highest remain-
ing energy in each region as 
candidate cluster heads (CHs) 
and employs fuzzy logic to ad-
just the cluster radius of CH 
nodes based on local infor-
mation. 

b. UCF uses a distributed clus-
tering algorithm that primarily 
selects CHs based on the 

a. UCF balances energy consumption 
across the network, prolonging the net-
work’s lifetime and improving energy 
conservation. 

b. The algorithm achieves load balancing 
by constructing unequal clusters, reduc-
ing the appearance of hot spots, and di-
minishing sensing coverage. 

c. UCF exhibits low clustering energy 
overhead due to a decrease in the number 

a. The proposed algorithm as-
sumes stationary sensor nodes 
are randomly distributed in the 
field  and  does not consider mo-
bile sensor nodes. 

b. While the simulation results 
demonstrate the effectiveness 
of UCF, further real-world im-
plementation and validation are 
required to assess its 

[71] 
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residual energy of nodes, 
avoiding the generation of or-
phan nodes that do not belong 
to any cluster. 

c. UCF considers the local 
density of nodes to determine 
the cluster radius, addressing 
the unbalanced energy con-
sumption issue caused by 
random node distribution. 

of messages exchanged for constructing 
the clusters. 

d. Simulation results show that UCF out-
performs well-known clustering algo-
rithms such as M-LEACH, HEED, and 
DUCF in terms of network lifetime, load 
balancing, and energy efficiency. 

performance in practical sce-
narios. 

Low-energy adaptive 
clustering hierarchy- 
dynamic threshold 
(LEACH-DT) 

Uses dynamic energy thresh-
old values to select cluster 
heads, resolves the realloca-
tion time slot problem among 
candidate and current cluster 
head nodes, balances the en-
ergy consumption of nodes in 
the network, and 

Uses dynamic threshold values to select 
cluster heads, which balances the energy 
consumption of nodes in the network and 
resolves the reallocation time slot prob-
lem among candidate and current cluster 
head nodes. Addresses the uneven distri-
bution of cluster heads, which may lead 
to a hot-spot problem in the network. 

Uneven distribution of cluster 
heads, which may lead to a hot-
spot problem in the network. 
Does not consider the residual 
energy of nodes in the network, 
which may lead to premature 
node failure and reduce the net-
work lifetime. The selection of 
cluster heads based on the dy-
namic threshold may not guaran-
tee an optimal solution for en-
ergy consumption and may re-
sult in suboptimal performance 
in some cases. 

[72] 
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The table presents an overview of several clustering routing protocols used in wireless sensor 

networks. Each protocol has its own key characteristics, advantages, and limitations. LEACH 

uses clustering to divide the network into smaller groups and implements local compression to 

reduce energy consumption. HEED forms clusters of equal size and selects cluster heads based 

on primary and secondary network parameters. CERP forms clusters based on various events 

and calculates the shortest path using distance-based link costs. DWSM uses a multi-objective 

weighted function to calculate the link cost between nodes. HUCFA divides the network area 

into three horizontal layers and uses fuzzy logic for cluster head selection. SPFL uses a pool 

manager node to select the shortest path and proposes a fuzzy logic function for data routing. 

FML uses a fuzzy membership function to calculate link weight and selects the minimum 

weighted path via the Dijkstra algorithm. DUCF implements an unequal clustering mechanism 

and determines cluster size and cluster heads using fuzzy logic. LEACH-DT uses dynamic 

energy threshold values to select cluster heads and balances the energy consumption of nodes 

in the network. 

The presented clustering routing protocols aim to increase network lifespan, minimize energy 

consumption, and balance energy consumption among nodes. Each protocol has its strengths 

and weaknesses, and the selection of the protocol depends on the application requirements and 

network characteristics. 

 

2.11 Constrained Devices 

According to RFC 7228 from the Internet Engineering Task Force (IETF), the Internet of 

Things (IoT) and Wireless Sensor Networks (WSN) primarily consist of constrained devices. 

A constrained device lacks one or more features that are standard for most Internet nodes due 

to resource limitations, such as cost or physical constraints like size, weight, or available power. 

Due to these restrictions, energy and network bandwidth optimization are crucial factors in all 

design specifications. 

The communication capabilities of constrained devices are also limited. Even when communi-

cation is available, encryption is often not implemented due to the limited processing power of 

these devices, especially Class 0 devices. This lack of encryption is one of the vulnerabilities 

listed by the Open Web Application Security Project (OWASP). 
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Sensor: A sensor is a device that measures a physical quantity and converts that measure-

ment reading into a digital representation. Typically, another device receives this digital 

representation and transforms it into useful data that humans or intelligent machines can 

use. The use of sensors in the IoT has enabled a new paradigm of business intelligence by 

allowing connected physical objects to communicate with each other and external systems, 

interpret their environment, and make intelligent decisions. The wide variety of sensors 

available can be grouped into different categories, including active or passive, invasive or 

non-invasive, contact or no-contact, absolute or relative, area of application, how sensors 

measure, and what sensors measure. The most practical classification for sensor applica-

tions in an IoT network is based on what physical phenomenon the sensor is measuring. 

Sensors are utilized in many fields, including precision agriculture, which uses technical 

advances such as GPS, aerial imagery, robots, real-time analytics, and artificial intelli-

gence to enhance farming practices in terms of efficiency, sustainability, and profitability 

[73]. 

Smart Sensors: The term 'smart sensor' was first used in the mid-1980s, and since then, a 

wide variety of gadgets have adopted the name. These gadgets are made possible by sev-

eral different types of semiconductors, including microcontroller units (MCUs), digital 

signal processors (DSPs), and application-specific integrated circuits (ASICs), which pro-

vide the necessary intelligence [74]. 

Smart sensors are a critical component of IoT devices, although sensors have existed long 

before the IoT. Initially, they only provided a visual indication of the measured data to the 

user. With customized protocols and interfaces, certain sensors were able to communicate 

with other devices. However, even today, many sensors require a gateway to collect data 

before it can be used in an IoT setting. With an embedded microprocessor, smart sensors 

can connect directly with a monitoring system. They can also self-diagnose if a problem 

arises, making them particularly useful for remote monitoring and control applications. 

Actuators:  Actuators are devices that receive a control signal and produce a physical 

effect, such as motion or force. They complement sensors, which sense and measure vari-

ables in the physical world and convert them into electric signals or digital representations. 

The interaction between sensors, actuators, and processors is similar to the way the human 

senses and nervous system work together, as shown in Figure 2.5. Sensors detect changes 

in the physical environment and collect data, which is then transmitted to a processing unit 
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for analysis. The processing unit uses algorithms to interpret the data and make decisions, 

which are then communicated to actuators.  

Actuators are categorised according to their type of motion, power, binary or continuous 

output, application area, and energy type. The most common classification is based on the 

type of energy, which includes mechanical, electrical, electromagnetic, hydraulic, pneu-

matic, smart material, and micro- and nano-actuators. Sensors and actuators can be utilized 

to solve common problems by transforming sensor data into actionable insights that actu-

ators can act on. For example, in precision agriculture, smart sensors that evaluate soil 

quality can be connected with valve actuators to deliver a highly optimized and custom 

environment-specific solution. 

 

 

Fig. 2. 5: Interaction of Actuators And Sensors With The Physical Environments [73]. 

 

Embedded Devices: An embedded device is a product that has a computing system spe-

cifically designed to perform a particular function. An embedded device's operating system 

is optimized to execute a single application, ensuring efficiency and reliability [75]. 

Low-cost embedded devices are used in a variety of applications, such as automated teller 

machines (ATMs), point-of-sale (POS) terminals, and smart appliances such as dishwash-

ers and refrigerators. These devices can be either smart, capable of connecting to the 
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internet and communicating with other devices, or dumb, having limited functionality and 

no internet connectivity [76]. 

There are numerous applications for low-cost embedded devices, including automated 

teller machines (ATMs), point-of-sale (POS) terminals, and smart appliances such as dish-

washers and refrigerators. They are able to communicate with other devices through the 

internet, enabling a vast array of possibilities. However, dumb embedded devices are not 

connected to the internet and have limited functionality, such as sensors and actuators that 

perform a single task [77]. 

Prototyping: Raspberry Pi and Arduino are popular prototype platforms for embedded 

systems, particularly in robotics, sensing, and weather monitoring. The Raspberry Pi has 

impressive computing power and a wide variety of ports, but it needs a full operating sys-

tem to function and lacks standard input devices like keyboards and mice. The Arduino, 

on the other hand, is a single-board microcontroller that can be readily programmed to 

carry out a variety of tasks. The program is then compiled and sent to the Arduino’s non-

volatile flash memory.  

Despite their strengths, both the Raspberry Pi and Arduino have their own weaknesses. 

For instance, the Raspberry Pi has a limited lifespan and requires a reliable power supply 

connector, while the Arduino does not have an onboard ADC or EEPROM, FRAM or SPI 

Flash for data logging applications. However, both devices have a large online community 

with readily available examples and community support [78].  Table 2.3 is a reference 

table that provides information on the RAM data size and flash storage code size for three 

different classes of constrained devices. These classes include Class0/C0, Class1/C1, and 

Class2/C2. The table also includes a brief description of each class and their primary use 

cases [79]. 
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     TABLE 2. 3: Constrained Device Classes as Defined by RFC 7228 [79]. 

Name  Data Size (RAM) Code Size(Flash 
Storage) 

Description  

Class0,C0 <10 KB <100 KB A gateway used for basic communica-
tion requirements. 

Class1,C1 ~10 KB ~100 KB Use the protocol stack for IoT  
devices that support CoAP.  
Interact with other devices without  
using a gateway. 

Class2, C2 ~50KB ~250 KB These devices handle both the stand-
ard  IPV4 and IPV6 protocols. They 
work in the same way as other net-
work devices. 

The table categorizes nodes into three types depending on their processing and storage capac-

ity, power supply, and ability to implement an IP stack and associated security mechanisms.  

Class 0 nodes have severely limited resources, with less than 10 KB of memory and less than 

100 KB of flash processing and storage capability. They are often powered by batteries and 

cannot implement an IP stack or security mechanisms directly. Push buttons that transmit 1 

byte of information upon changing status are examples of Class 0 nodes that are suited for 

LPWA wireless technology. 

Class 1 nodes have significantly greater storage space and memory than Class 0 nodes, with 

approximately 10 KB of RAM and 100 KB of flash. Using a full IP stack is difficult for com-

munication with nodes, but optimized stacks like CoAP make it possible for them to communi-

cate with nodes. Without a gateway, they able to interact with the network and perform security 

functions. Class 1 nodes include devices such as environmental sensors.  

Class 2 nodes operate entire IP stacks on embedded devices with over 50 KB of memory and 

250 KB of flash. They can be fully integrated into IP networks, and examples include smart 

power meters [73]. 

 

2.12 WSN, IoT, WoT, M2M, and CPS 

A wireless sensor network (WSN) is a collection of sensors distributed across a geographic 

area that can sense or regulate physical characteristics such as temperature, humidity, sound, 

light, and others. These sensors communicate with each other and with the base station or sink 
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through wireless channels. Sensor nodes have limited resources, including energy, memory, 

and CPU capacity, and typically include a power unit, a processing unit, one or more sensing 

units, a transceiver, an antenna, and optional components such as a position-finding system, a 

power generator, and an actuator. The volume of sensor nodes can vary greatly, ranging from 

cubic nanometres to cubic decimetres. 

The location of sensor nodes within a network can either be known or unknown, and the net-

work's topology is established through actual or logical communication between network nodes 

and other devices. Different topologies might exist depending on the network and node tasks. 

The efficiency and reliability of data transmission are crucial in wireless sensor networks 

(WSNs), and routing protocols play a vital role in deciding how data is transmitted over the 

network. WSN routing methods must take into account aspects like energy consumption, cov-

erage area, and other relevant concerns. Routing protocols are categorized into three types 

based on network topology: flat, location-aware, and hierarchical [60]. 

Over time, several subfields of research have emerged to investigate wireless sensor networks 

(WSNs), driven by the growing demand for WSN applications. These subfields encompass Ad 

Hoc wireless networks, the Internet of Things (IoT), machine-to-machine (M2M) communica-

tion, Cyber Physical Systems (CPS), and the Web of Things (WoT). Each of these fields is 

interconnected and has evolved in response to the distinct challenges and prospects offered by 

WSNs. In the following sections, we will provide a succinct overview of each field and its 

correlation with WSNs. 

As the demand for WSN applications has grown, various subfields of research have emerged 

to investigate wireless sensor networks (WSNs). Ad Hoc wireless networks, the Internet of 

Things (IoT), machine-to-machine (M2M) communication, Cyber Physical Systems (CPS), 

and the Web of Things (WoT) are examples of these subfields. Each of these sectors is inter-

connected and develops in response to the distinct challenges and opportunities presented by 

WSNs.  

Sensors may be passive or active devices employing a variety of sensing principles, including 

mechanical, chemical, chromatographic, magnetic, biological, fluidic, thermal, electrical, op-

tical, ultrasonic, and mass sensing. For WSNs to be implemented in a practical and cost-effec-

tive manner, sensors must be small, low-cost, robust, dependable, and sensitive. Sensor node 

hardware designs can range from nodes connected to a LAN and connected to permanent power 
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sources to nodes communicating via a wireless multi-hop RF radio powered by tiny batteries. 

Very-large-scale integration (VLSI), integrated optoelectronics, and nanotechnology are three 

areas of study that are influencing the development of sensor nodes, with ongoing research 

focused on building advanced WSNs and motes at the cubic millimeter scale [75]. Figure 2.6 

depicts the typical architecture of a wireless sensor network (WSN), which consists of multiple 

sensor nodes, a sink, a gateway, and the Internet. 

 

Fig. 2. 6: Conventional Architecture of a Wireless Sensor Network (WSN). 
The diagram depicts a typical WSN design, which includes numerous sensor nodes, a sink, a gateway, 
and the internet. The network is divided into clusters, with each cluster head sending data from its 
cluster to the base station. The data is subsequently transmitted to the internet via the base station for 
further processing. 

 

2.12.1 Internet of Things (IoT) 

The Internet of Things (IoT) is a promising technology that has emerged as an offshoot of 

wireless sensor networks. Scholars have defined IoT in various ways; Vermesan et al. [80] 

defined IoT as an interaction between the physical and digital worlds, where the digital world 

interacts with the physical world using a plethora of sensors and actuators. Peña-López et al.  

[81] provide an alternative characterization of the Internet of Things (IoT) as a paradigm 

wherein the integration of computing and networking capabilities is incorporated into a wide 

range of conceivable objects. According to [82], the IoT is described as a technological 
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revolution that enables the connectivity of numerous components, including sensors and smart 

devices, to the Internet, forming a vast network. 

The Internet of Things (IoT) can refer to a large and complex system comprised of numerous 

sensors, actuators, and gateways. The connection between IoT devices and gateways often re-

lies on a wide range of protocols, enabling seamless communication. Gateways, in turn, estab-

lish connections to the internet and cloud applications using an equally diverse set of protocols. 

To assure the security of an Internet of Things (IoT) system, it is essential to identify potential 

system vulnerabilities. Segmenting the system into different functional areas can simplify its 

complexity and provide a useful foundation for understanding how it works. 

The European Telecommunications Standards Institute (ETSI) [83] developed an architecture 

for machine-to-machine (M2M) communications, that includes IoT devices. The ETSI model 

divided into three domains: machine-to-machine (M2M), the network ( communication), and 

application. The primary objective of this model is to provide a standardized framework for 

understanding the placement of various protocols and standards in an IoT system. The three 

domains in the ETSI model are depicted in Figure 2.7 in the section. The ETSI model supports 

interoperability and integration between devices and applications in the IoT ecosystem by 

providing a common framework for understanding the placement of protocols and standards in 

IoT systems. This standardization enables efficient communication and enhances the overall 

performance and functionality of IoT networks. 

 

 

Fig. 2. 7: ETSI Reference Architecture [83]. 
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The depicted diagram, labeled ETSI Reference Architecture, provides a comprehensive over-

view of the various standards and protocols utilized within an IoT system. These protocols and 

standards operate across many layers of the IoT architecture, facilitating connectivity and ena-

bles seamless communication between devices. These standards and protocols can be classified 

into three primary domains based on the IoT architecture layers in which they are implemented: 

application, communication, and device layers [73]. 

Figure 2.8 provides a comprehensive overview of the diverse standards and protocols utilized 

within an IoT system. It categorizes these standards and protocols based on the layers of the 

IoT architecture where they are implemented. The protocols and standards showcased in the 

figure are divided into three distinct layers. The application layer encompasses protocols pri-

marily concerned with higher-level functionalities; the communication layer involves protocols 

responsible for data transmission and network communication; and the device layer consists of 

protocols relevant to the devices and sensors utilized in the IoT system. The following sections 

provide an overview of the protocols found in each layer [84]. 

 

Fig. 2. 8: IoT Protocol Model [84]. 

This diagram depicts a comprehensive view of the diverse standards and protocols employed in an IoT 
system, organized by the layers of the IoT architecture in which they are implemented. There are three 
layers of protocols and standards: application, communication, and device. 
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Application Domain  : 

• Zigbee: A suite of protocols that use low-power digital radios based on the IEEE 

802.15.4 wireless standard, primarily used in the application and communication layers 

of the IoT architecture. 

• HTTP/HTTPS: robust application protocols used for getting and posting data. 

• MQTT: The Message Queue Telemetry Transport (MQTT) protocol is employed in the 

middle to upper layers of the IoT, utilizing a broker-based architecture. MQTT enables 

the sensor to operate as a publisher of information, while the application requiring the 

data can act as a subscriber. Any intermediary system can serve as a broker to relay 

information between the publisher and subscriber(s). MQTT operates over TCP, lead-

ing to an MQTT client maintaining a continuous connection with the broker. However, 

this feature may prove to be a constraint in settings with high loss rates or inadequate 

computing resources. 

• A lightweight publish and subscribe messaging protocol designed for resource-con-

strained devices that use TCP. 

• CoAP: The Constrained Restful Environments (CoRE) working group of the Internet 

Engineering Task Force (IETF) developed the Constrained Application Protocol 

(CoAP) as a response to the limitations of web-based protocols. CoAP utilizes some 

methods that resemble those of HTTP, including Get, Post, Put, and Delete, albeit with 

a reduced list that curtails the size of the header. Unlike HTTP, which typically employs 

TCP, CoAP operates on UDP. Additionally, CoAP introduces a valuable feature absent 

in HTTP observation. Through this functionality, CoAP allows for the real-time stream-

ing of state changes without necessitating the receiver to initiate requests for such mod-

ifications. 

Communication Domain: 

• Thread: A standard for home automation that uses IPv6 for routing on top of an IEEE 

802.15.4 wireless network. 

• TCP: is a reliable transport protocol that guarantees data delivery through synchroniza-

tion and acknowledgment messages. 

• UDP: is a  lightweight, unreliable transport protocol that has no mechanism for guar-

anteed data delivery. 
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• RPL: A Routing Protocol for Low-Power and Lossy Networks that uses IPv6 to address 

devices in lossy networks. 

Device Standards: 

• IEEE 802.15.4: A standard for low-rate wireless personal area networks (LR-WPANs) 

meant for low-cost, low-speed devices. 

• BLE: A wireless personal area network protocol that reduces power consumption with-

out sacrificing range. 

• Wi-Fi: A collection of IEEE 802.11 standards for wireless local area networks operat-

ing at 2.4 GHz and 5 GHz frequencies. 

• NFC: A collection of protocols for device-to-device communication when devices are 

in close proximity. 

• Cellular: All cellular technologies covered by the 3GPP, such as 4G, LTE, and 5G. 

• LPWAN protocols: such as LoRaWAN, Sigfox, and NB-IoT are designed to transmit 

small data payloads over long distances at low transfer rates. 

• 6LoWPAN: is an IETF standard for IPv6 Low-power Wireless devices in a Personal 

Area Network that provides a way for IPv6 to conform to the IEEE 802.15.4 standard. 

The Internet of Things (IoT) encompasses various topologies that can be classified into three 

primary categories: star, mesh, and peer-to-peer. The star topology is frequently employed in 

both short-range and long-range technologies, including cellular, LPWA, and Bluetooth net-

works. This particular topology employs a single central base station or controller for the pur-

pose of facilitating communication with endpoints. In the context of medium-range technolo-

gies, a hybrid approach incorporating star, peer-to-peer, or mesh topologies is commonly em-

ployed. Peer-to-peer topologies facilitate communication between devices within proximity, 

enabling any device to establish a connection with any other device. On the other hand, mesh 

topologies enhance long-range communication by employing intermediary nodes to relay traf-

fic on behalf of other nodes, thereby mitigating the need for high transmit power. 
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2.12.2 Web of Things (WoT) 

The concept of the Web of Things (WoT) involves the application of the fundamental princi-

ples of the World Wide Web to the realm of the Internet of Things (IoT). This extension aims 

to facilitate the establishment of consistent and effortless interactions between various devices 

and services. The framework is constructed based on the fundamental principles of interoper-

ability, security, and accessibility. This design allows developers to create novel applications 

and services that effectively utilize the extensive volumes of data produced by Internet of 

Things (IoT) devices. The World of Things (WoT) encompasses a standardized collection of 

principles and protocols that facilitate effective communication among various interconnected 

devices, as well as tools and frameworks for building and deploying IoT applications [85, 86]. 

The WoT is founded upon the REST (Representational State Transfer) architectural style, 

which facilitates the extension of web tools and techniques to physical entities by incorporating 

web servers into smart objects. This facilitates the establishment of an inclusive ecosystem of 

digitally augmented objects that can be used to create applications using standard web lan-

guages and tools. However, the preservation of confidentiality and protection of personal data 

produced by IoT devices remains a significant challenge that requires the development of 

standards that can be adopted for various devices and platforms. 

It is required to address challenges such as privacy, security, and standardization in order to 

unlock the full potential of the WoT in developing smart homes, cities, and businesses that 

optimize various processes through the massive volumes of data created by IoT devices. The 

WoT depends on OSI model Layer 7 protocols and techniques, including as REST, HTTP, 

JSON, microdata, and Web Sockets, to enable smooth communication between devices, mak-

ing it a powerful platform for developing creative IoT applications [86]. 

 

2.12.3 M2M  

Machine-to-machine (M2M) communication refers to a communication technology where a 

large number of intelligent devices can autonomously communicate with each other without 

direct human intervention. This technology enables collaborative decision-making among ma-

chines and helps achieve better cost efficiency and time management. M2M communication is 



 
51 

rooted in supervisory control and data acquisition (SCADA) systems, where sensors and de-

vices are connected through wired or radio frequency networks to monitor and control indus-

trial processes [87]. 

The Cisco Annual Internet Report predicts that M2M connections will account for 50% of all 

globally connected devices and connections by 2023, up from 33% in 2018. The rising popu-

larity of M2M applications in a variety of industries, such as connected homes, connected au-

tomobiles, and connected cities, is propelling the rise of M2M communications [88]. 

The growth of M2M communications is strongly influenced by the low cost and pervasive 

connectivity of IP connected devices, such as sensors, monitors, and actuators. These devices 

play a vital part in facilitating the expansion of interconnected and interoperable services, 

which are collectively referred to as the Internet of Things (IoT). M2M technologies have a 

wide array of applications and are characterized by their diversity in device functionalities and 

other requirements. Consequently, developing a flexible M2M architecture capable of accom-

modating current and future technologies while ensuring interoperability, confidentiality, pri-

vacy, and reliability poses a significant challenge that requires collaborative efforts and coor-

dination among cross industry groups at an international level. 

M2M communication introduces potential challenges when it comes to machines communi-

cating with each other. This is mainly due to the fact that billions of devices are constantly 

communicating for different purposes. As a result. This leads to congestion and overload in 

networks, which in turn generates various types of data traffic. The critical challenges that arise 

in M2M communications include energy efficiency, reliability, security, ultra-scalable connec-

tivity, heterogeneity, and quality of service (QoS). In order to tackle these challenges standard 

developing organizations (SDOs) like 3GPP, ETSI, oneM2M and the IETF have taken steps to 

promote standardization activities focused on addressing issues related to M2M communica-

tions [89]. 

 

2.12.4 Cyber-Physical Systems 

The CPS framework represents a novel methodology that aims to integrate physical and com-

putational components in order to achieve real-time monitoring and control of physical 
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systems. The seamless integration of computational systems and physical processes depends 

on the utilization of embedded computers and interconnected networks that incorporate feed-

back loops. CPS is a new generation of digital systems with two key functional components: 

advanced connectivity and intelligent data management, analytics, and computational capabil-

ities. Improved connectivity allows for the prompt capture of data from the physical domain, 

while effective data management and powerful computational skills help to build a dynamic 

cyberspace environment [90]. 

Cyber-Physical Systems find extensive utility across various domains, including but not limited 

to medical devices, traffic control systems, energy conservation initiatives, avionics, and smart 

structures. WSN are commonly employed in CPS for the purpose of monitoring physical pa-

rameters and transmitting data to a central processing unit [91]. 

CPS, on the other hand, encounters several challenges, such as semantics and concurrency 

models in computing which can have an impact on the real time performance. Furthermore, the 

security of CPS is threatened due to internet connectivity. To counteract unauthorized access 

and potential cyberattacks it is imperative to integrate stringent security measures such as en-

cryption and authentication into the system. Hence, it is required to implement robust security 

measures, such as encryption and authentication, to protect the system against unauthorized 

access and cyberattack. 

 

2.13 Characteristics of a WSN  

Wireless sensor networks include several key factors that enable them to operate autono-

mously, adapt to changing environments, and ensure reliable and energy-efficient operation.   

The architectural composition of a wireless sensor node generally comprises three fundamental 

components, namely a sensing unit, a processing unit, and a communication unit, as depicted 

in Figure 2.9. The sensing unit is in charge of detecting and changing physical phenomena such 

as temperature, pressure, or light into electrical signals. The processing unit is accountable for 

handling the processing of these signals and performs data analysis and decision-making. The 

communication unit contains a radio transceiver, which allows the node to transmit and receive 

wireless signals, as well as other components responsible for data transmission and reception. 
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Fig. 2. 9: Typical Architecture of A Wireless Sensor Node [73].  

 

WSNs also possess the following key characteristics: 

Resource Constraints: Wireless sensor nodes are constrained in terms of energy, processing 

power, memory, and communication bandwidth. These limitations affect directly on the design 

and operation of WSNs. Therefore, the usage of energy efficient protocols and algorithms is 

essential to optimize power consumption and enhance the network’s lifetime. Additionally. 

Hardware optimizations are necessary to address these limitations respectfully [92]. 

Energy efficiency: Wireless Sensor Networks (WSNs) usually consist of nodes that are pow-

ered by batteries and have limited energy resources; therefore, ensuring energy efficiency be-

comes a paramount feature for these networks. To extend the network's lifespan, it is imperative 

to employ protocols and algorithms that are energy efficient. Various methods and techniques 

can be used to reduce the energy consumption of the nodes while still maintaining the necessary 

network performance. Examples of such techniques include duty cycling, data aggregation, and 

energy-aware routing [31]. 

Fault-tolerance and robustness: Wireless sensor networks may experience issues with indi-

vidual sensor nodes potentially resulting in a single point of failure. Hence, WSNs must be 

designed to be fault-tolerant and able to self-repair, reconfigure, and adapt to changing 
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conditions. The decentralized structure of WSNs empowers them  to tolerate the failure of 

individual nodes without compromising the overall performance of the network. Additionally, 

the nodes in WSNs are also designed to be robust and resilient to harsh and unpredictable 

environments. This strategic design guarantees that the network remains operational and de-

pendable under various conditions [93]. 

Self-organizing and self-configuring nature: WSNs must be able to operate autonomously 

and adapt to the changing environment. The nodes in a WSN must be able to establish their 

network topology, configure their communication protocols, and manage their energy re-

sources without any central coordination. This requires the use of distributed algorithms and 

protocols that enable the nodes to collaborate and coordinate their actions in a decentralized 

manner [92]. 

Security and privacy: The protection of sensitive information in collected WSN data is crucial 

and must be protected from unauthorized access. Therefore, it requires the implementation of 

robust security measures, such as encryption, authentication, and access control, to guarantee 

the preservation of data confidentiality. Wireless Sensor Networks require high-level security 

protection against a diverse range of threats, including eavesdropping, tampering, and mali-

cious attacks [92]. 

Large number of small and inexpensive nodes: Wireless sensor networks (WSNs) consist 

of numerous small and cost-effective nodes, which can be deployed in various range of appli-

cations and environments. The nodes' compact size and affordability facilitate their large-scale 

deployment enabling extensive coverage over a wide area. This dense coverage proves benefi-

cial in serving multiple purposes effectively [92]. 

Autonomous operation without central coordination: WSNs must be able to operate auton-

omously without any central coordination, allowing them to be deployed in areas that are dif-

ficult or impossible to access. This requires the nodes to be able to communicate and collabo-

rate with each other without relying on a centralized controller or coordinator. The autonomous 

operation of WSNs enables them to operate in various environments, such as underground 

mines, forests, and oceans [94]. 
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2.14 IoT and WSN Access Technologies 

The access technologies for IoT and WSN refer to the diverse methods and protocols that fa-

cilitate the connectivity of devices within wireless sensor networks and the internet of things 

to the internet or other networks. Several access technologies are used in various applications. 

These include Wi-Fi, Bluetooth Low Energy (BLE), Zigbee, LoRaWAN, cellular networks 

(such as 3G, 4G, and 5G), RFID, and Near Field Communication (NFC). Each of these tech-

nologies presents distinct advantages and disadvantages, contingent upon the specific require-

ments of the application. For instance, Wi-Fi technology offers high speed connectivity for 

various devices, whereas BLE (Bluetooth Low Energy) is specifically engineered to facilitate 

low-power and short-range communication. Zigbee is best suited for industrial and commercial 

applications, whereas LoRaWAN enables long-range connectivity over large distances. These 

access technologies can be used in combination to provide the necessary connectivity and func-

tionality for IoT and WSN devices. This section compares ZigBee and LoRaWAN communi-

cation protocols, providing a detailed analysis of their respective features, advantages, and lim-

itations. 

ZigBee and LoRaWAN are two well-known wireless communication protocols extensively 

utilized in wireless sensor networks (WSNs). ZigBee is specifically designed for low power 

and short-range applications operating within the frequency bands of 2.4 GHz or 900 MHz. On 

the other hand. LoRaWAN caters to long range and low power applications. Operating within 

sub GHz frequency bands such as 868 MHz in Europe and 915 MHz in North America [95, 

96]. 

ZigBee operates on the IEEE 802.15.4 standard, which is designed for low-rate wireless per-

sonal area networks (LR WPANs). This standard outlines the physical and media access control 

layers for low power wireless communication. The ZigBee Alliance, consisting of over 400 

companies, has developed ZigBee as a wireless communication standard for IoT applications. 

ZigBee solutions are aimed at smart objects and sensors that require low bandwidth and power 

consumption. These WSNs utilizing ZigBee can effectively monitor various parameters such 

as temperature, humidity, and light levels. Through research it has been demonstrated that 

ZigBee based WSNs offer reliable and precise data across diverse applications [73]. 

LoRaWAN on the other hand is a low power wireless communication protocol operating in the 

sub-GHz frequency bands (868 MHz in Europe and 915 MHz in North America). It is suitable 
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for WSNs that require long-range, point-to-point communication. LoRaWAN enables moni-

toring of parameters like temperature, humidity, and pressure. LoRaWAN-based WSNs can 

provide reliable and accurate data over longer distances. Various studies have demonstrated 

the capability of LoRaWAN based WSNs to deliver reliable and accurate data in diverse ap-

plications [97]. 

ZigBee and LoRaWAN differ in terms of their frequency range and range capabilities; both 

protocols have their own unique advantages and disadvantages. Choosing the most suitable 

protocol for a specific application depends on various factors, such as the required range, data 

rate, and power consumption. In addition, both protocols are suitable for WSNs in various 

applications, depending on the specific requirements and goals of the application. ZigBee is 

better suited for short-range, mesh network communication, while LoRaWAN is better suited 

for long-range, point-to-point communication. Table 2.4 compares the features of both com-

munication protocols in WSNs: 

 
Table 2. 4: Comparison of Features Between Zigbee and LoRaWAN Communication Proto-

cols In WSN. 

 

The features of ZigBee and LoRaWAN which they are two commonly used wireless commu-

nication protocols in WSNs are meticulously compared in the above table. The table provides 

comprehensive details regarding their frequency bands, range capabilities , power consumption 

rates , security, network topologies , and suitability for various applications. 

Feature ZigBee LoRaWAN  

Frequency 2.4 GHz or 900 MHz Sub-GHz (868 MHz in Europe, 915 

MHz in North America) 

Range Up to 100 meters Up to 10 kilometers 

Power Consumption Low Low 

Security Features Encryption, Authentication Encryption, Authentication 

Network Topology Mesh network Point-to-point 

Suitability for 

applications 

Monitoring various parameters, 

such as temperature, humidity, 

and light levels; long-range, 

point-to-point communication 

Monitoring various parameters, such 

as temperature, humidity, and pres-

sure; long-range, point-to-point com-

munication 
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CHAPTER 3  
RESEARCH METHODOLOGY 

 

In this chapter, we present a proposed key distribution and management scheme for IoT and 

wireless sensor networks that aims to enhance the security and energy efficiency of the net-

work. The proposed scheme employs elliptic curve cryptography (ECC) and an enhanced ver-

sion of the Low-Energy Adaptive Clustering Hierarchy (LEACH) routing protocol to provide 

a lightweight and effective security mechanism for resource-constrained WSNs. 

The proposed scheme comprises five stages: clustering algorithm, key initialization algorithm, 

key distribution, rekeying, and an enhanced version of the LEACH routing protocol. The clus-

tering algorithm divides the nodes into clusters, with each cluster containing an equal number 

of sensors. This algorithm can take into account factors such as node density, distance between 

nodes, or other metrics to optimize clustering. 

Figures 3.1 and 3.2 illustrate the communication topologies of the proposed scheme. These 

figures provide a visual representation of the communication processes in the proposed scheme. 

In addition to intra-cluster communication, where sensor nodes communicate with their respec-

tive cluster heads, inter-cluster communication is also demonstrated. The cluster heads of ad-

jacent clusters establish communication with one another by utilizing a multi-hop route, ena-

bling the exchange of information between different clusters without the need for direct com-

munication with the base station or sink node. This approach helps reduce energy consumption 

and extends the lifetime of the network. The figures demonstrate the importance of clustering 

in optimizing communication and conserving energy in WSNs. 

The key initialization algorithm generates private keys for each node using ECC within a spe-

cific range of the curve's field size. The corresponding public keys are then distributed securely 

to all members of the cluster using the key distribution algorithm, enabling secure communi-

cation within the cluster. The rekeying process generates new private keys for each node at 

specific time intervals or in the event of a group change to maintain the security of the system.  

A modified form of the LEACH routing protocol is employed to optimize data transmission 

and extend the network lifespan, In light of various factors such as the residual energy of the 
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nodes, the distance to the cluster head, and the communication overhead. This approach enables 

efficient and effective network operation by reducing the power consumption of the sensor 

nodes and prolonging the network’s lifespan. 

Moreover, the proposed scheme improves on existing approaches where sensor nodes forward 

information to the sink node or base station without clustering or aggregation. The proposed 

scheme enables single-hop clustering, where each sensor node communicates with its respec-

tive cluster head, and the cluster head forwards the aggregated data to the sink node or base 

station. Additionally, the proposed scheme enables multi-hop clustering, where cluster heads 

communicate with each other to exchange information, reducing long-distance transmission 

and saving energy to a large extent. 

In summary, this chapter presents a proposed key distribution and management scheme that 

employs clustering algorithms, key initialization algorithms, key distribution, rekeying, and an 

enhanced version of the LEACH routing protocol to provide a secure and efficient solution for 

WSNs. The scheme presents a robust and energy-efficient approach for managing group keys 

and conserving energy in WSNs. 

 

Fig. 3. 1: Topology of A Wireless Sensor Network with Single-Hop Cluster-Based Architecture. 

The illustration depicts a Wireless Sensor Network (WSN) with nodes organized into n clusters. To 
facilitate efficient communication and data administration, sensor nodes within the network are grouped 
according to their respective clusters. This method of clustering is useful for maximizing the efficiency 
of the network's lifetime. 
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Fig. 3. 2: Topology of A Wireless Sensor Network With Multi-Hop Cluster-Based Architecture[67]. 

The figure shows how the cluster heads of adjacent clusters communicate with one another through a 
multi-hop route, enabling the exchange of information between different clusters without having to 
communicate directly with the base station. This inter-cluster communication is beneficial for reducing 
long-distance transmission and saving energy to a large extent, as it helps to minimize energy consump-
tion and prolong the lifespan of the network. When the base station receives aggregated data from the 
cluster heads, it sends it over the internet to user apps for analysis.  

 
 

3.1 The Initial Key Agreement  

The proposed protocol outlines a key-sharing scheme for a group of participants {U1, U2, ..., 

Un} entities aiming to establish a mutually shared key for secure communication. The partici-

pants agree on an elliptic curve E and a point P in E, which is of prime order and sufficiently 

large to ensure that the Elliptic Curve Discrete Logarithm Problem is computationally infeasi-

ble. Each participant Ui holds two pairs of private-public keys (Ni, NiP) and (Xi, XiP), which 

are utilized in the key-sharing process. A designated participant Uc, referred to as the group 

controller, initiates and manages the key agreement process. 

The protocol commences with each participant Ui sharing their private-public key pairs with 

the other participants in the group. The group controller Uc subsequently broadcasts the initi-

ation of the keying process. Each participant Ui then computes a unique value Cj using their 

private key and the shared pairs, with the specific calculation being 𝐶𝑗 = 𝑁𝑗(𝑁𝑐𝑃) + 𝑋𝑗(𝑋𝑐𝑃), 

where Nc is the private key of the group controller Uc. 
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Once all participants have generated their shared keys, the group controller Uc computes a 

value 𝑁𝑐 that represents the common shared key that can be used for secure communication 

among all participants. This protocol provides a secure means for participants to establish and 

share a common key without requiring a central authority to oversee the process [98].  

Algorithm 1: Initial Key Agreement  

1. Each Node Ui in the set {U1 , . . . Un }share the pairs as (Ni, XiP) when 
i=1,…,,n 

2. Group Header Uc broadcast beginning of keying process 

{𝐶𝑗 = 𝑁𝑐nj=1,j !c 

3. Each node in the group Ui , j =1,…,n, j!c,  use private key and com-
putes 𝐶𝑗 = 𝑁𝑗(𝑁𝑐𝑃) + 𝑋𝑗(𝑋𝑐𝑃) 

4. Group Header Uc computes 𝑁𝑐 

5. after all nodes generate their shared keys, the common shared value is 
Nc(∑ 𝑁𝑟)

49$,4; 𝑃 

	

The proposed key-sharing protocol is an extension of the classical Diffie-Hellman key ex-

change method, which is used over a group of points in an elliptic curve. One can leverage the 

properties of points in an elliptic curve by considering the sum of points NP + XP for random 

integers N and X, which can be expressed as the point (N + X)P. 

When there are only two users in the group, the key-sharing protocol involves user U1 pub-

lishing N1P in step 1, while user U2 sends N2P in step 2. The common shared value (N1N2)P is 

then computed in steps 3 and 4 using the principles of points in an elliptic curve. 

The proposed protocol extends the classical Diffie-Hellman key exchange method over the 

group of points in an elliptic curve by exploiting the properties of points in such curves. This 

allows the protocol to provide secure communication among multiple users without requiring 

a central authority to oversee the process. 
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3.2 Rekeying Process 

Rekeying is a procedure that is similar to the group-initiated key, and there are two stages 

involved in a group rekey. The GH is in charge of handling new group key initialization. Sec-

ond, a multicast message containing these new keys is distributed to the members of the group. 

The procedure of creating new keys is similar to the manner used during group establishment; 

the process starts with selecting members, creates new pairs of keys, and then sends them to 

the members of the group. 

Numerous distributed schemes have been proposed in academic literature to address the rekey-

ing process; however, their suitability for WSNs is limited due to the associated communication 

overhead and delay [99]. The study conducted by [100] demonstrates that the rekeying proce-

dure in wireless sensor networks (WSNs) requires the utilization of N keys and transmissions, 

where N denotes the overall number of nodes within the group. 

To address the communication burden resulting from rekeying operations in dynamic central-

ized group communication systems that use key trees, [101] proposes a unidirectional key der-

ivation protocol. This protocol is introduced as a means to mitigate the challenges associated 

with frequent key updates and their impact on communication efficiency. Tree-based schemes 

have been employed to achieve improved outcomes in terms of broadcast message size, com-

putational cost, and storage requirements. Nevertheless, when applied to large-scale sensor 

networks, these approaches still suffer from high communication costs and rekeying delays. 

Furthermore, a central controller must monitor the status of each node and maintain a logical 

tree connecting all member nodes, leading to substantial additional workload and elevated 

overhead. 

The paper introduced by [99] proposes a distributed scheme for setting up a group key among 

a specific group of nodes. However, this scheme has certain drawbacks in terms of scalability 

and efficiency. When the group size grows, each node in the group has to communicate with 

other trusted members leading to increased storage cost for each node. Furthermore. This model 

is only applicable to a single conference key. 

There are a number of situations that call for rekeying, such as when a member of the group 

leaves or joins, or when the shared key expires. This section focuses on the rekeying process 

that is initiated due to the confidentiality of the shared key. In this case, the group controller 
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Uc generates a new integer Y and publishes a new pair of public keys ((YN)P, (YX)P). The 

rekeying process ensures that the shared key is updated, and that the security of the system is 

maintained. The process is straightforward and enables secure communication within the group 

by ensuring that all members have access to the updated shared key [98]. 

 
Algorithm 2: Rekeying   

1. Group Header Uc generates a new integer number Y  

2. Share the new pair of public keys ((YN)P,	(YX)P	) 

3. Group Header Uc broadcast beginning of keying process 

{𝑌𝐶𝑗 = 𝑌𝑁𝑐nj=1, j !c 

4. Each	node	in	the	group	Ui , j	=1,…,n,	j!c,		use	private	key	and	com-
putes	𝐶𝑗 = 𝑁𝑗(𝑁𝑐𝑃) + 𝑋𝑗(𝑋𝑐𝑃)	 

5. If	a	member	leaves	the	group	such	as: Ui,	then	Ci 

6. The	group	header	will	transmit	a	rekeying	message		 

{𝑌𝐶𝑗}nj=1, j !c,i 

 

In the end, when a new member, represented by Un+1, joins the group, they will be provided 

with two pairs of private and public keys (Nn+1, Nn+1P), (Xn+1, Xn+1P) and will publish their 

corresponding public keys. The group controller then initiates the rekeying process by sending 

a message to update the shared key  u𝑪𝒋=w𝒋9𝟏,𝒋?𝒄
𝒏#𝟏  

𝐶,= = 𝛶𝐶, + 𝛶𝑁)#$𝑃, 𝐽 = 1,… , 𝑛, 𝑛 ≠ 𝑐 
 

𝐶)#$= = 𝛶𝑁; { | 𝑁4

)

49$,4?;

}𝑃 − 𝛶𝑋;(𝑋)#$𝑃) 

After receiving the rekeying message, each member of the group, denoted by ,i=1,…,n+1, 

where i ≠ c, computes the new shared key 𝐘𝐍𝐜(	� 𝑵𝒓)𝑷𝒏#𝟏
𝒓9𝟏,𝒓!𝒄 	using their respective private 

information (Ni,Xi )This enables each member to update their access to the shared key and 

securely communicate with other members in the group. 
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In fact, synchronous rekeying procedures that result in immediate group key rekeying after 

each request, such as single join and single leave actions, could potentially incur a significant 

amount of communication overhead. Asynchronous rekeying is able to reduce communication 

costs by taking advantage of the possibility that new keys for multiple join or leave requests 

will overlap. This is accomplished by queuing the requests and performing one rekeying for all 

of them at the same time. According to Lin, Lai, and Lee’s findings [101], asynchronous re-

keying has the potential to alleviate the out-of-sync problem that synchronous rekeying expe-

riences. However, asynchronous rekeying has the drawback of expanding the vulnerability 

window; however, the security deterioration is typically acceptable in exchange for improved 

system efficiency. This is because asynchronous rekeying allows for more flexibility in the 

way that keys are generated. 

 

3.3 Key Distribution and Management using ECC 

In this section, the proposed scheme is described as operating on the assumption that the net-

work consists of multiple nodes, all with the same level of authority and characteristics. When 

a node has data to transmit, it follows a predefined protocol to determine where to send it. 

Every node within the network possesses the capability of computing and generating its private 

key using ECC. These private keys are 256-bit integers within the range of the curve's field 

size. The proposed scheme makes use of the elliptic curve digital signature algorithm (ECDSA) 

implemented on the secp256k1 curve, renowned for its notable efficiency and widespread 

adoption in cryptocurrency systems. 

The secp256k1 curve is deliberately constructed in a non-random manner to facilitate efficient 

computations. In fact, optimized implementations of the ecp256k1 curve can be up to 30% 

faster than other well-known elliptic curve (EC) curves. The secp256k1 curve is defined by six 

domain parameters, denoted as a sextuple T = (P, a, b, G, n, h) and it operates over the curve 

𝑬(𝔽𝒑) specified by equation (1) [102]. 

In the proposed scheme, the elliptic curve digital signature algorithm (ECDSA) is utilized on 

the secp256k1 curve, which finds wide application in cryptocurrency systems. The secp256k1 

curve is characterized by six domain parameters expressed as a sextuple T = (P, a, b, G, n, and 
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h) over a curve 𝑬(𝔽𝒑) Described in Section 2.9 using Equation (1,2) [102]. These domain 

parameters play a crucial role in defining the fundamental properties of the elliptic curve and 

are of utmost importance for the correct implementation and utilization of the ECDSA algo-

rithm. 

To generate a new public key within the proposed key distribution and management strategy, 

every individual sensor node performs a scalar multiplication operation between its private key 

and the reference point on the curve. This computation yields a new point on the curve, which 

serves as the node's public key. 

The scheme incorporates a distributed key agreement protocol that builds upon the pioneering 

work of Diffie-Hellman. Furthermore, advancements in the routing protocol have been docu-

mented in reference [29]. The protocol, outlined in Algorithm 3, facilitates a secure consensus 

among nodes to establish a mutually agreed-upon key within a distributed framework [32]. 

 
Algorithm 3: Cyclic Elliptic Curve Cryptography (ECC) Key Generation and 
Distribution Algorithm 

1. Node 𝑁B   broadcast beginning of keying process 

2. Initialize 𝑃!C$ ← 𝐺 

3. Choose node j to generate its shared key 𝑃, 

4. While i <= 𝑁 − 1 do: 

5.     If  𝑖 ≠ 𝑗  

6.        Send public key 𝑃!C$ to node 𝑖 

7.         Node 𝑗 computes new: 𝑃!C$ ← 𝑟!𝑃!C$ 

8. End 

9. Send public key 𝑃!C$ to node 𝑗 

10. node 𝑗 computes it shared key as: 𝑃, = 𝑟, . 𝑃!C$ 

11. repeat step 2 to 10 until all nodes generate their shared keys 

Steps (1–2). Initially, the node GHi (𝑵𝒈) creates a message called M1 and sends it to all mem-

bers of the network. The message requests that all transmissions be stopped for a period of time 

that is determined by the key initialization protocol.  
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Steps (3–8). The process of key exchange is initiated by the group head, who sends a point 

𝑷𝒊C𝟏 to node I. This point is the generator point G on an elliptic curve. The group head then 

performs a cyclic public key exchange with all other nodes in the network, except for node j. 

Each node receives a point 𝑷𝒊C𝟏from the group head and uses its private key to compute a new 

point based on elliptic curve scalar multiplication using the formula (2), where 𝒓𝒊 is the private 

key of node i, and 𝑷𝒊C𝟏is the public key computed by the previous node 𝒊 − 𝟏. Therefore, all 

nodes in the network are involved in the key exchange process. 

 

 𝑃 = ∏ 𝑟!𝑃!C$FC$
!9$,!?,  (4) 

Steps (9–10). When the cyclic exchange is finished, node 𝒋  receives the most recently com-

puted public key 𝑷 from 𝑵𝒈. It then employs it to compute its own shared key, as seen by 

Equation (5). 

 

𝑃,=𝑟, . 𝑃 (5) 

Step (11). During this particular stage, the ongoing procedure will continue until every node 

within the network successfully calculates its shared key, as depicted in Figure 3.3. 

In a network containing five nodes, identified as GH, N1, N2, N3, and N4, each with corre-

sponding private keys 𝒂, 𝒃, 𝒄, 𝒅, 𝒂𝒏𝒅	𝒆, respectively, the group head node GH initiates the pro-

cess of generating and distributing shared keys between nodes N1 and N2, as depicted in Figure 

3.3. To generate the shared key 𝑷𝒏𝟏for node N1, the private keys of GH, N2, N3, and N4 are 

multiplied together, and the resulting product is scalar multiplied by the private key of node 

N1, with the generator point G on the elliptic curve E. This can be expressed mathematically 

as : 

𝑃)$ = �𝑟BG . 𝑟)1. 𝑟)0. 𝑟)H. 𝐺�. 𝑟)$     

where 𝑟BGis the private key of node GH, 𝑟)$is the private key of node N1, and "." represents 

scalar multiplication. 
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Similarly, to generate the shared key 𝑃)1for node N2, the private key of node N2 is used in 

place of the private key of node N1 in the above equation. This can be expressed as: 

 𝑃)1 = �𝑟BG . 𝑟)$. 𝑟)0. 𝑟)H. 𝐺�. 𝑟)1. 

These equations are used to compute and distribute shared keys between nodes N1 and N2, 

utilizing a combination of private keys and scalar multiplication on an elliptic curve. 

 

 

Fig. 3. 3:  Key Generation and Distribution Among Nodes in A Network of Five Nodes.  

The figure shows all the steps of generating and distributing keys between nodes such as N1 and N2 in 
a network containing five nodes. The group's leader node GH starts the process by multiplying the 
private keys of nodes GH, N2, N3, and N4 together and scalar multiplying the result by node N1's 
private key, using the generator point G on the elliptic curve E. This produces the shared key Pn1 for 
node N1. Similarly, the private key of node N2 is used in place of the private key of node N1 to produce 
the shared key Pn2 for node N2. A combination of private keys and scalar multiplication on an elliptic 
curve is used in the procedure, resulting in the secure exchange of shared keys between nodes N1 and 
N2. 
 

Our suggested approach for addressing the problem of group rekeying in wireless sensor net-

works (WSNs) comprises a set of procedures outlined in Table Algorithm 4 [32]. These pro-

cedures can be executed at various nodes within the network, either collectively or inde-

pendently. When the membership of a group changes, the updated group key must be distrib-

uted promptly and reliably to the remaining nodes in the network while maintaining security 

and performance. To prevent potential intruders from gaining an unfair advantage, we propose 
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a group rekeying technique that is independent and generates a new set of keys. Furthermore, 

we use a modified version of the LEACH routing protocol to update the routing table. 

 
Algorithm 4 : EC Rekeying  

1 Start 

2 Initialize all the buffers in the nodes, i.e., 𝑃&!(- =-1, NN, P, 𝐺 and   𝑥! 

3 Select a node to initiate the keying process  

4 Generate new message with fields TYP=0, NC=0, 𝑃I=𝐺I, 𝑃J=𝐺J,𝑆!( 

5 Set the new message Id 𝑀!( = 𝑃&!( + 1 

6 Compute the new points using EC scalar multiplication  

7 Increment NC by 1 and choose the next destination node 𝐷!( sequentially.  

8      While 𝐷!( are not completely used up, do the following:  

9            Route the message over the network and performs the following at each new hop  

10             If 𝑃&!(   is equals to 𝑀!(  (i.e., old message hoping over) 

11                      Route the message over the network to another node                           

12              If  𝑃&!(  is not equals to 𝑀!( (i.e., new message arrival) 

13             Update the points on the curve 𝑃I and 𝑃J such that  𝑃I = 𝑥!𝑃I+,-and 𝑃J = 𝑥!𝑃J+,- 

14                       Increment NC by 1 

15            Check if NC is equals to NN-1 (i.e., destination node after visiting all other nodes) 

16                            Return the shared key for the node i as  𝑆KLJ = 𝑃I ∨ 𝑃J 

17                            Iterate steps 4 to 19 

18       If NC is not equals to NN-1 (i.e., new message arrives at non-destination node) 

19                            Iterate steps 8 to 19 

20 stop 

 
The above algorithm is used as a rekeying process using EC in a wireless sensor network 

(WSN) when a node leaves the group. This algorithm describes a key establishment protocol. 

Here are the step-by-step explanations: 

• Initialize all the buffers in the nodes, i.e., 𝑷𝒎𝒊𝒅 =-1, NN, P, 𝑮 and   𝒙𝒊 This step sets 

up the initial state of the network nodes for the key establishment protocol. The buff-

ers are initialized with appropriate values. 

• Choose a node to start keying: A node is chosen as the starting point for the protocol. 
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• Generate new message with fields TYP=0, NC=0, 𝑷𝒙=𝑮𝒙, 𝑷𝒚=𝑮𝒚,𝑺𝒊𝒅 A new message 

is generated with several fields, including the message type (TYP), node count (NC), 

coordinates of a point on the elliptic curve (𝑷𝒙 and 𝑷𝒚), and a sender ID (S_id). 

• Set the new message Id 𝑴𝒊𝒅=𝑷𝒎𝒊𝒅  +1: A unique message ID is assigned to the new 

message, which is one greater than the previous message ID (𝑷𝒎𝒊𝒅  ). 

• Calculate the new points by performing EC scalar multiplication: The elliptic curve 

scalar multiplication operation is used to generate new points on the curve based on 

the sender's private key and the generator point (G). 

• Increment NC by 1 and choose the next destination node 𝑫𝒊𝒅 sequentially: The node 

count (NC) is incremented, and the next destination node is chosen sequentially. 

• While 𝑫𝒊𝒅are not completely used up, do the following: This step initiates a loop that 

runs until all destination nodes have been visited. 

• Route the message through the network and carry out the subsequent actions at each 

new hop: The message is routed over the network to the next node, and the following 

steps are performed at each new hop. 

• If 𝑴𝒊𝒅 is equal 𝑷𝒎𝒊𝒅 (i.e., old message hopping over): If the current message ID 

(𝑷𝒎𝒊𝒅) is equal to the previous message ID (𝑴𝒊𝒅), it means that the message has al-

ready visited this node, and the message is routed to another node. 

• If 𝑴𝒊𝒅 not equal 𝑷𝒎𝒊𝒅 (i.e., new message arrival): If the current message ID (𝑷𝒎𝒊𝒅) is 

not equal to the previous message ID (𝑴𝒊𝒅), it means that a new message has arrived 

at this node, and the points on the curve (𝑷𝒙 ∧ 𝑷𝒚) are updated. 

• Update the points on the curve 𝑷𝒙 ∧ 𝑷𝒚 such that 𝑷𝒙 = 𝒙𝒊𝑷𝒙𝒐𝒍𝒅and 𝑷𝒚 = 𝒙𝒊𝑷𝒚𝒐𝒍𝒅): 

The points on the curve are updated using elliptic curve scalar multiplication. 

• Increment NC by 1: The node count is incremented. 

• Check if NC is equals to NN-1 (i.e., destination node after visiting all other nodes): If 

the node count is equal to the number of nodes minus one, it means that the current 

node is the destination node. 

• Return the shared key for the node i as S_key=P_x or P_y: The shared key for the cur-

rent node is computed as either the x-coordinate or y-coordinate of the updated point 

on the curve. 

• Iterate through steps 4 to 19: The protocol is repeated from step 4 to step 19 for the 

next message. 
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• If NC is not equals to NN-1 (i.e., new message arrives at non-destination node): If the 

node count is not equal to the number of nodes minus one, it means that a new mes-

sage has arrived at a non-destination node. 

• Iterate through steps 8 to 19: The loop continues from step 8 to step 19 for the next 

hop. 

• Stop: The protocol ends when all messages have been sent and all. 

The algorithm describes a key establishment protocol that utilizes elliptic curve cryptography 

over a network. The protocol involves generating a new message with appropriate fields, com-

puting new points on the curve using elliptic curve scalar multiplication, and routing the message 

to the next node sequentially. At each hop, the points on the curve are updated, and the node 

count is incremented. If the node count reaches the number of nodes minus one, the current node 

is the destination node, and the shared key for that node is computed. The protocol is repeated 

for each message until all messages have been sent. 

 

3.4 Enhanced LEACH Routing Protocol 

LEACH is a well-known protocol for WSNs that provides significant energy savings. How-

ever, there are several shortcomings associated with the protocol. One major issue is that the 

selection of a new cluster head is not based on the residual energy of the node. This can result 

in the loss of aggregate data for that cluster header if it dies midway through the round, and no 

data can be transmitted or received successfully until the next round. One of the primary con-

cerns regarding this protocol is the lack of consideration given to the residual energy of the 

node during the selection process for a new cluster head. Additionally, the selection of a new 

cluster head only occurs once a complete round has been completed. In the event that a selected 

cluster head fails during a round, all the aggregated data associated with that cluster head is 

lost, leading to the inability to successfully transmit or receive any data until the subsequent 

round when a new cluster head is appointed. 

LEACH possesses another constraint whereby the selection process for cluster heads involves 

either random selection or relies only on energy levels; disregarding crucial factors such as the 

distance to the sink and the package size play a determining role in the energy consumption for 

transmitting the message. 
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The most qualified node may not always be the one with the highest energy, particularly when 

situated at the greatest distance from the base station. Additionally, to summarize, the criteria 

for replacing a cluster head (CH) often involve ensuring it maintains a minimum energy level 

to efficiently collect and transmit data from leaf nodes, light nodes, or sensor nodes through 

regular links while considering power consumption requirements. An additional factor that 

could initiate a request for replacement is the identification of an Advanced Persistent Threat 

(APT) targeting the cluster head . Detection of such a threat becomes more feasible by lever-

aging Distributed Ledger Technologies (DLTs), which entail a decentralized database managed 

by a distributed group of users across multiple nodes. In conjunction with DLTs, smart con-

tracts stored on a blockchain can be employed. Smart contracts are programmable codes that 

execute automatically when predetermined conditions are satisfied. [103]. In light of these cir-

cumstances, an alert mode is activated, initiating urgent rekeying operations. 

To address these issues, we proposed improvements to the original LEACH methodology, 

which are detailed below: 

The cluster header is responsible for calculating the amount of energy needed to transmit a 

packet 𝑬𝒕𝒙 . If the required energy to transmit a packet, 𝑬𝒕𝒙, is less than or equal to the node's 

residual energy (𝑬𝒓𝒆𝒔𝒊𝒅𝒖𝒂𝒍, the cluster header will resign its status and a new cluster header will 

be selected. The data aggregated within the previous cluster header necessitates relocation to 

the newly appointed cluster header. The computation of the requisite transmit energy for a 

packet of size Packet Length (7) can be accomplished using Equations (6) and (7). 

The cluster header calculates the energy needed to send a packet before it is sent, 𝑬𝒕𝒙. If the 

required energy to transmit a packet, 𝑬𝒕𝒙, is less than or equal to the residual energy 𝑬𝒓𝒆𝒔𝒊𝒅𝒖𝒂𝒍 

of the node (i.e., 𝑬𝒕𝒙 ≤ 𝑬𝒓𝒆𝒔𝒊𝒅𝒖𝒂𝒍), consequently, the cluster header will relinquish its position, 

leading to the selection of a new cluster header. The accumulated data residing in the former 

cluster header must be seamlessly transferred to the newly elected cluster header. To ascertain 

the essential, transmit energy for a packet with a size of Packet Length, one can compute it 

using Equations (6) and (7) as per the established methodology. 

𝐸WI = 𝑆XWI × 𝑃𝑎𝑐𝑘𝑒𝑡𝐿𝑒𝑛𝑔𝑡ℎ + 𝑆XYZ × 𝑑1 (6) 

𝐸WI = 𝑆XWI × 𝑃𝑎𝑐𝑘𝑒𝑡𝐿𝑒𝑛𝑔𝑡ℎ + 𝑆X&7 × 𝑑H (7) 
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where 𝑆XWI is the base station transmitter energy parameter and 𝑆X&7 and 𝑆XYZ are the energy 

parameters for the radio transmitter type in the multipath and free space models, respectively. 

The parameter 𝑑 is the distance between the node and the base station 𝑆. 

Equation (8) calculates the Euclidean distance, denoted as 𝑑!, between node i and the base station 

S. The coordinates of node i are given by (xᵢ, yᵢ), and the coordinates of the base station S are 

given by (xₛ, yₛ). The distance energy-factor 𝐸L( 	which is used to determine the cluster header, 

can be calculated using Equation (9). The formula for Euclidean distance between node i and the 

base station S, using Equation (8), is: 

 

𝑑! = �(𝑥! − 𝑥Z)1 + (𝑦! − 𝑦Z)1
!  (8) 

 

Where 𝑋𝑖, 𝑌𝑖 and 𝑋𝑠, 𝑌𝑠 are the two-dimensional coordinates of either the node or the base 

station. The node that has been determined to have the greatest value is always selected to serve 

as the cluster header. In contrast to the LEACH protocol's use of only nodes with the highest 

energy levels or random selection procedures, this ensures that the distance between the node 

and the base station is also taken into consideration during the selection process. This replaces 

the use of nodes with the highest energy levels only. 

 

𝐸L( = 𝐸4LZ!([\] − 𝐸WI ×
1
𝑑1 (9) 

  

Furthermore, in the cluster head selection process, only nodes meeting the criterion of having 

residual energy greater than their transit energy are taken into account as potential candidates 

for the cluster head position. 
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CHAPTER 4  
SIMULATIONS RESULTS AND PROPOSED 

MODEL EVALUATION 
 

This study presents a model of key distribution and management to bolster the security and 

energy efficiency of IoT and wireless sensor networks (WSNs). The proposed model employs 

elliptic curve cryptography (ECC) and an enhanced version of the Low-Energy Adaptive Clus-

tering Hierarchy (LEACH) routing protocol to provide a lightweight and effective security 

mechanism for resource-constrained WSNs. 

To validate the proposed model, various parameters were simulated using MATLAB consid-

ering different scenarios. The obtained simulation results were then compared with those of 

previous models for key distribution, key exchange, and routing protocols, including the work 

of Heinzelman et al. [31] and Saini and Sharma [104]. 

In a sensing field of 100 m × 100 m with random spacing between nodes, we simulated a 

wireless sensor network of 50 and 100 nodes, respectively. The simulation settings used in the 

test bed are shown in Table 4.1 [32]. The table lists all of the parameters and their correspond-

ing values utilized in the simulation. In addition to the sensor nodes, there is a single base 

station in the middle of the network that is responsible for receiving information from those 

sensors.  

Initially, sensor nodes will transmit their identification number as well as information regarding 

their remaining energy. The estimation of distances between adjacent nodes can be achieved 

by utilizing the received signal's strength. Within the presented context, the assumption is made 

that the base station deploys an omni-directional antenna characterized by zero gain and no 

system loss. Initial energy capacities for all nodes are set to 0.005 joules, while the base station 

has an unlimited power supply. 
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Table 4. 1: Parameters Used for Proposed Improved LEACH Protocol. 

Definition Average Value 

Size Of Testbed (# Nodes) 50,100 homogenous 

Number Of Base Station (Bs) 1 

Initial Energy for Each Sensor 0.005 J/battery 

Radio Circuitry Energy Dissipation, Eelec 50 nj/bit 

Energy Dissipation of Amplifier In Free-Space, Efs 10 pj/bit 

Energy Dissipation of Amplifier in Multipath, Emp 0.0013 pj/bit 

Energy Consumption for Data Aggregation, Eda  5 nj/bit 

Threshold distance (d0) n m 

Global Testbed Area n*n  

Local Area (Cluster Size) n/nc 

Time 10 rounds 

Packet Size 400 bits 

Message Size 328 bits 

Encryption Key Length 256 bits 

 

The clustering formation process encompasses multiple stages aimed at determining the opti-

mal number of clusters, cluster head (CH) nodes, and member nodes associated with each clus-

ter. In our simulation, we employ a formula to divide the nodes into a predetermined number 

of clusters denoted as 'n'. To evaluate the similarity among nodes and facilitate clustering, we 

leverage the respective energy consumptions as similarity measures. 

To determine an appropriate number of clusters for our simulation, we refer to the research 

conducted by [105]. Their findings suggest that in networks consisting of 100 nodes, an optimal 

range of 3 to 5 Clusters tend to yield great outcomes. Guided by this insight, we incrementally 

increased the number of clusters from a single cluster to a total of 4 clusters. When the number 

of clusters is below 3, the size of each cluster becomes large, resulting in increased energy 

expenditure for non-cluster head nodes to communicate with the cluster head. Consequently, 

the network lifetime is shorter in such scenarios. On the other hand, LEACH demonstrates that 

the maximum network lifetime is achieved when the number of clusters is set to 5. 

Conversely, when the number of clusters exceeds 6, each cluster contains a small number of 

members, leading to an increased frequency of packet transmission from nodes to the cluster 
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head. As a result, both the sensor nodes and the cluster heads consume more energy to handle 

the increased data load. Consequently, the network lifetime significantly decreases as the num-

ber of clusters increases. From the observations made, it becomes apparent that a trade-off 

exists between the number of clusters and energy consumption. The optimal number of clusters 

lies between 3 and 5, striking a balance between efficient energy utilization and network life-

time. 

The simulation was executed over a duration of 1500 simulated rounds, during which the nodes 

were randomly distributed across the network and evenly allocated to each cluster. No explicit 

constraints or limitations were imposed on the spatial proximity between the nodes and their 

respective cluster heads. In this regard, the nodes were positioned randomly and uniformly 

within each cluster, without enforcing any specific restrictions on the inter-node distances or 

the distances to their corresponding cluster heads. A visual representation of the network to-

pology is provided in Figure 4.1, illustrating a wireless sensor network comprising 100 nodes 

divided into four distinct clusters using MATLAB.  

 

 

Fig. 4. 1: Wireless Sensor Network Topology for a Network Consisting of 100 Nodes.  

The figure depicts the topology of a wireless sensor network that consists of 100 nodes, which have 
been divided into 4 clusters using MATLAB. The clustering has been performed using both the Low-
Energy Adaptive Clustering Hierarchy (LEACH) algorithm and its enhanced version to select the clus-
ter heads. 
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While we employed a Minimum Viable Device (MVD) configuration for the sensor nodes in 

our sensor network with an ARM processor, chipset Qualcomm MSM8974 Snapdragon 800, 

CPU quad-core 2.3 GHz Krait 400, storage capacity 16 or 32 GB, and RAM 2 GB [98]. We 

used the cycle-accurate micro-architectural simulator gem5 to simulate the MVD as shown in 

figure 4.2.  

 

 

Fig. 4. 2: ARM-Based MVD Node For Sensor Network [98]. 

The figure illustrates an ARM-based MVD (Multimedia Video Display) node designed for a sensor 
network. It showcases the key features of the node, including the utilization of the Qualcomm Snap-
dragon 800 chipset, which incorporates a Quad-core 2.3 GHz Krait 400 CPU, 2GB RAM, and offers a 
storage capacity of either 16GB or 32GB. 

The network stability period refers to the duration from the initiation of network operation until 

the death of the first node within the network. The instability period is defined as the time span 

from the death of the first node until the death of the last node in the network. It is worth noting 

that a network with higher stability is associated with a longer lifetime. 

The simulation results presented in Figure 4.3 demonstrate that the difference between both 

protocols in term of utilizing the energy consumption which affect the network stability and 

longevity. When compared to the original LEACH protocol, the stability period and node life-

time of the modified version were shown to be significantly higher. This improvement can be 

attributed to the modified protocol's use of residual energy, which prolongs the life of nodes 

and results in a slower rate of death. In contrast, the original LEACH protocol exhibited a faster 

rate of node death after round five and had a final dead node in round nine, leading to a shorter 

network’s lifetime.  
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In addition, it was discovered that the suggested protocol has a last dead node that lasts up to 

10 rounds, indicating that it exceeds the original LEACH in terms of network stability and 

lifespan. This enhancement is mostly due to the proposed protocol's enhanced threshold con-

dition, which leads to the network's increased stability. 

These findings highlight the significance of optimizing network performance in wireless sensor 

networks, particularly in terms of increasing the network lifetime and network survivability. 

By employing effective routing metrics, such as a combination of the shortest path algorithm 

and network lifetime extension, along with strategies that make use of residual energy, network 

stability and longevity can be significantly improved. 

 

 

Fig. 4. 3: Comparison of The Number of Rounds and Dead Nodes in A Network Of 100 Nodes. 

The x-axis represents the number of rounds, and the y-axis represents the number of operational nodes. 
The graph shows how the number of functioning nodes changes over time for both the original and 
modified LEACH protocols. Up to 100 rounds, both protocols maintain a similar number of working 
nodes. Nonetheless, the revised LEACH protocol sustains a greater count of operational nodes when 
contrasted with the original LEACH protocol, particularly in the later rounds. This finding supports the 
conclusion that the modified LEACH protocol outperforms the original LEACH protocol in terms of 
network stability and longevity, as it is able to prolong the life of nodes and maintain a higher number 
of operational nodes over time. 

The computational load and complexity of key management in wireless sensor networks are 

significantly impacted by the available resources of the nodes and the dynamic nature of the 

network architecture. The key management procedures required to share a session key with 

other entities may be too heavy for sensor nodes, which are often restricted devices with limited 

processing capacity. 
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The time complexity for establishing and recovering the group key by each group member is 

stated in our proposal method, where computing the computational comparison of the proposed 

protocol and LEACH protocol is shown in Figure 4.4. The result shows a significant decrease 

in time consumption in each round. This is primarily due to the fact that the distance factor and 

remaining energy are considered while selecting cluster heads. In the modified LEACH proto-

col, nodes closer to the sink are chosen as head nodes more frequently than nodes further apart. 

This means that the overall time required for each round is reduced. In the LEACH protocol, 

the cluster head is rotated among the nodes to prevent a single node from consuming an exces-

sive amount of energy. LEACH-C is an additional variant of LEACH. In this approach, cluster 

creation and cluster head selection are centralized and carried out by the base station after re-

ceiving all information from the sensor nodes in each round. LEACH presupposes that all nodes 

are accessible to one another and that all nodes are eligible to serve as cluster heads. 

 

 

Fig. 4. 4: The Average Round Time for a Network of 100 Nodes. 

The figure showcases the overall time consumption per round in a network comprising 100 nodes. It 
provides an analysis of the time required for various operations within each round of the network. Ad-
ditionally, the figure highlights the time consumption difference between a proposed protocol and 
LEACH, allowing for a comparative assessment of their respective efficiencies. 

A sensor node in a wireless sensor network collaborates with neighbouring nodes to facilitate 

data transmission. This is referred to as the multi-hop relay. When such a network is utilized 

for a particular application, sensor nodes are typically dispersed in a certain area to collect data. 

The data that has been gathered is transmitted to a central station using a multi-hop relay 
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technique for further analysis or remote monitoring and control. Consequently, a routing mech-

anism is required to ensure message delivery. 

 A robust routing system would be able to dynamically alter the transmission path in accord-

ance with the situation, even if there were node failures. Finding the appropriate routing path 

for transmitting collected data from a source node to a sink node is an essential challenge that 

must be overcome in wireless sensor networks. The best path could be determined in a number 

of different ways due to the fact that wireless sensor networks are not identical to one another. 

A few examples of potential elements, also known as metrics, to take into account are energy 

dissipation, radio coverage range, and the number of nodes that are utilized when determining 

the ideal route.  

These parameters may be considered individually or in any combination. As the number of 

sensor nodes increases, so does the importance of a management strategy to choose among 

those measurements. Figure 4.5 depicts the probability threshold of reaching cluster head. It is 

clear that the highest number of hops required to reach cluster head is for the original LEACH 

protocol. As the network grows, the number of hops will also increase. 

 

 

Fig. 4. 5: Hop Count per Round in a Network Comprising 100 Nodes. 

The figure presents the overall hop count per round in a network consisting of 100 nodes. It provides 
insights into the number of hops required for data transmission or communication between nodes within 
each round of the network. The hop count represents the number of intermediate nodes that a message 
or data packet must traverse to reach its destination. 
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Figure 4.6 depicts a performance comparison of three different protocols: the proposed en-

hanced LEACH protocol (E-LEACH), the original LEACH protocol, and an additional version 

of the improved LEACH protocol known as E-DEEC [104, 106]. The simulation for this anal-

ysis used the same node parameters as shown in Table 4.1, ensuring a fair and consistent com-

parison. One hundred sensors were randomly deployed across the designated field and re-

mained stationary throughout the experiment, to simulate realistic sensor behaviour. The sim-

ulation was conducted over 1500 cycles, allowing for a thorough evaluation of the performance 

of each protocol. 

The number of nodes that were found to be dead after each round was the major parameter 

examined. By tracking this metric, it was possible to evaluate the longevity and stability of the 

network under the three different protocols. Figure 4.6 graphically presents the results of this 

analysis, providing insights into the comparative performance of E-LEACH, the original 

LEACH protocol, and E-DEEC. 

 

 

Fig. 4. 6: Comparison of Enhanced LEACH, Original LEACH, And Improved E-DEEC Protocols 

with a Focus on Energy Management and Network Lifespan. 

The graphic compares three protocols in terms of energy management and network lifespan in a WSNs: 
Enhanced LEACH, Original LEACH, and Improved E-DEEC. It displays a graphical depiction of the 
performance data associated with each protocol, highlighting their respective energy efficiency and 
network operating time before battery depletion. This comparison provides a more in-depth insight of 
each protocol's strengths and limitations in terms of energy utilization and overall network lifetime. 
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The simulation findings show that the three protocols perform significantly differently in terms 

of the occurrence of dead nodes and total network longevity. Dead nodes began to arise in the 

original LEACH protocol at 600 rounds, and by approximately 1100 rounds, all nodes had 

become inactive. This indicates a relatively short network lifespan and challenges in maintain-

ing the network's operational state over an extended period. 

As an enhanced version of the original LEACH protocol, the E-DEEC protocol shows some 

improvement. It delyaed the first occurrence of dead nodes by about 900 rounds, indicating 

greater energy management and slightly longer network longevity than the original protocol. 

However, similar to the original LEACH, all nodes eventually turned inactive around the same 

time, indicating constraints in terms of network activity sustainability. 

The researchers were able to successfully decrease the number of dead nodes that occurred in 

the network. These dead nodes only started appearing after about 904 rounds. It is worth men-

tioning that even after 1496 rounds there were still active nodes in the network. This discovery 

indicates better energy management and a considerably extended lifespan for the network when 

compared to both the original LEACH and E DEEC protocol. 

The results suggest that the enhanced LEACH protocol has better performance by delaying the 

occurrence of dead nodes and extending the networks lifespan. These findings emphasize the 

potential of the enhanced protocol to improve energy efficiency and overall network sustaina-

bility. Further analysis and statistical evaluation can offer deeper insights into the performance 

variations and help optimize the protocols for more efficient wireless sensor network operation 

[32]. 

The comprehensive findings clearly demonstrate that when it comes to managing energy levels 

and extending network lifespan, the enhanced LEACH protocol outperforms both the original 

LEACH protocol as well as the improved E-DEEC protocol. These significant results bear 

important implications for designing IoT routing protocols, underscoring the need for effective 

strategies in managing energy levels to prolong wireless sensor networks' lifespans. 

The results also demonstrate that the proposed protocol extends the lifespan of networks, 

providing additional benefits beyond security and energy efficiency. These findings have im-

portant implications for the development and deployment of secure and energy-efficient com-

munication protocols in resource-constrained IoT and WSNs, highlighting the potential of the 
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proposed protocol to significantly increase the lifespan of networks while maintaining security 

and energy efficiency. 

 

4.1 Evaluation of the Protocol 

The evaluation setup involves configuring the physical nodes with a minimum viable device 

(MVD) and using the gem5 [107] micro-architectural simulator to emulate the system. Assign-

ing the most powerful node as the Uc ensures that the increased computational burden due to 

a growing number of users does not adversely impact the protocol's overall performance. 

The proposed group key agreement protocol demonstrates several advantages over the ING 

and BD protocols in terms of communication costs, efficiency, and scalability. Our protocol 

requires the least amount of bandwidth due to the minimal number of messages being sent, as 

shown in Table 4.2. Each member sends and receives only one message, reducing the burden 

on the communication infrastructure. This is especially important for sensor networks, where 

resources are constrained, and efficient use of available bandwidth is crucial. 

Table 4. 2: Comparative Analysis of Protocols. 

Parameter\ Protocol ING BD Proposed Protocol 

Rounds n-1 2 2 

Number of Messages n(n-1) 2n (n-1) 1 by Uc 

Transmitted Messages   n-1 2 1  

1 Uc 
Received Messages n-1 n+1 1 

Modular  Exponentia-
tion by Ui 

n n-1 - 

Modular Multiplication  
by Ui 

- - 4 by Ui 

2(n-1)+1 Uc 

The provided table compares the ING, BD, and proposed protocols based on different param-

eters, including rounds, transmitted, and received messages, and modular exponentiation and 

multiplication by Ui. 
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Moreover, the proposed protocol leverages elliptic curve cryptography (ECC) to offer signifi-

cantly faster computation times than legacy methods. ECC allows the protocol to provide the 

same level of security with shorter key sizes, which results in lower computational overhead. 

As previously mentioned, the gem5 [107] simulator was utilized to successfully emulate the 

MVD protocol. To ensure optimal performance within the protocol, it is crucial to assign the 

most powerful node to the Uc (User with computational-intensive tasks) role. As the number 

of users increases, the computational workload grows, impacting other protocol components. 

Users U1 to Uj (excluding the controller) consistently engage in four modular multiplications 

and a summation operation involving a number (Cj) whose size depends on the number of 

users. Analysis in Figure 4.7 indicates that the node assigned to the Uc role dedicates more 

time to operations when dealing with larger integer sizes. Evaluations were conducted using 

both native and non-native datatypes, revealing that the Uc node experiences greater delays 

with non-native datatypes. Nonetheless, the protocol exhibited commendable performance 

even when a substantial number of nodes, such as 1024, were present. 

The gem5 simulator proved valuable for emulating the MVD protocol. Assigning the most 

powerful node to the Uc role is crucial for effectively managing the escalating computational 

demands associated with an increasing number of users. Performance evaluations across vari-

ous integer sizes showed minor delays with non-native datatypes. Nevertheless, the protocol 

demonstrated efficacy, even in scenarios involving a large number of nodes [98]. 

 

 

Fig. 4. 7: Time Uc For Calculating The Initial Key Agreement Message [98]. 
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The figure presents the time required by Uc to calculate the initial key agreement message. The figure 
further highlights the data sizes associated with the key agreement message in the context of 32 and 64-
bit data types. 

The analysis depicted in Figure 4.8 reveals that the primary bottleneck lies in the memory 

capacity required to store the message intended for transmission to other nodes. This message 

is made of  a data structure consisting of that includes a list of items, the size of this list  is 

directly related to the  to the number of nodes that are part of it.  

It is interesting to note that in Figure 4.8 it is shown that  even with a considerable number of 

nodes, specifically 1024, and using keys of size 1024, the size of message remains below 1 

MB, specifically measuring at 0.523776 MB. This finding implies that the memory allocation 

required to store the message is manageable and does not exceed reasonable limits. 

 

 

Fig. 4. 8: The Size Of The Message Generated By Uc [98].  

The figure presents the sizes of the initial key agreement message created by Uc across various bit 
lengths. The figure showcases the message sizes for bit lengths of 32, 64, 128, 256, 512, and 1024 bits. 
This analysis offers a valuable comparison of various message sizes. It provides important insights into 
the memory or storage needs for transmitting and managing these messages. This information is crucial 
for comprehending the impact of different bit lengths on system resources and improving the efficiency 
of the key agreement process. 

Segmenting nodes into concurrent subgroups enables faster session key generation by allowing 

each segment to operate simultaneously. This segmentation offers several benefits, including 

reduced memory requirements per node, faster group formation, and additional computation 

for messages received with a session key that need to be re sent with a different session key. 
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However, it is worth noting that these operations should not negatively affect the overall effi-

ciency of the protocol since the subgroups do not create a bottleneck. 

 

4.2 Testbed and Results for Physical Node Evaluation of the Proposed 

Protocol 

To further evaluate the effectiveness of the proposed protocol, comprehensive tests were con-

ducted in both emulated and physical environments. In the physical node experiments, 

measures were taken to optimize energy consumption by eliminating unnecessary modules and 

drivers that were not essential for data collection and transmission to higher-layer nodes. This 

optimization resulted in a reduced memory footprint and limited the node's activities to essen-

tial functions, thereby minimizing extraneous energy consumption and enhancing the node's 

resilience against uncontrolled attacks.  The YOCTO framework [108], an open-source indus-

try-led consortium, was employed to generate dedicated images for the nodes using embedded 

systems recipes. 

The results of the initial key agreement process for physical nodes within a wireless sensor 

network (WSN) using 64-bit data types are presented in Figure 4.9. The network configurations 

encompass various sizes, including 1, 10, 100, and 1000 nodes. This analysis primarily focuses 

on assessing the performance of the proposed protocol.  

Since the WSN operates solely within its environment without external communication with 

cloud servers or other nodes, message latency of less than 1ms is considered negligible. Thus, 

the depicted results predominantly reflect the protocol's performance within the WSN environ-

ment [98]. 
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Fig. 4. 9: Initial Key Agreement Results for Physical Nodes in Various Network Sizes With 1024-Bit 

Keys. 

The figure labeled as Figure 4.9 presents the results of the initial key agreement process in a wireless 
sensor network (WSN) for different network sizes. The findings reveal the durations required for the 
initial key agreement process in milliseconds. For a single node in the network, the initial key agreement 
process took 0.42 milliseconds. In the case of a network with 10 nodes, the process duration increased 
slightly to 0.49 milliseconds. When the network size expanded to 100 nodes, the duration of the initial 
key agreement process extended to 0.78 milliseconds. Lastly, in a network with 1000 nodes, the process 
took 1.91 milliseconds to complete. These results offer important insights into the time efficiency of 
the initial key agreement process in a WSN. They demonstrate the influence of network size on the 
duration required for establishing initial key agreements and provide valuable information for optimiz-
ing performance and scalability in securing communication within similar network environments. Ulti-
mately, the findings contribute to enhancing network efficiency and ensuring secure data transmission 
within WSNs. 

The inclusion of physical node tests played a crucial role in establishing the lower bounds of 

the proposed protocol's performance and validating its effectiveness under real-world condi-

tions. By conducting experiments on physical nodes, the protocol's behaviour was evaluated in 

practical scenarios, accounting for hardware constraints and environmental factors. This com-

prehensive evaluation further solidified the protocol's robustness and suitability for deployment 

in real WSNs. 

The utilization of the YOCTO framework and the generation of dedicated images through em-

bedded systems recipes enhanced the reliability and reproducibility of the physical node ex-

periments. This approach allowed for customized images that optimized performance and en-

sured compatibility with the specific hardware configurations of the physical nodes. The level 

of customization and fine-tuning contributed to the accuracy and dependability of the obtained 
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results. The combined assessment of the proposed protocol in both emulated and physical en-

vironments provides a comprehensive evaluation of its effectiveness. The controlled experi-

mentation in the emulated environment and the validation through physical node tests offer 

valuable insights into the protocol's performance and its potential to address the challenges 

faced by wireless sensor networks in practical settings. 

 

4.3 Discussion 

The impact of the proposed solution is determined by several crucial parameters, including 

efficient utilization of node energy, network lifetime, ensuring reliable packet transmission, 

and establishing secure communication among nodes while considering power consumption. 

It is important to note that this work is specifically developed within the context of agribusi-

ness, where sensors operate either on a single battery or with the assistance of solar power 

charging cycles. In this unique context, node distribution is heterogeneous and not confined to 

a perfect isolated area. Factors such as nodes from other farmers, shadow zones in communi-

cations due to adverse weather phenomena, recalibration of sensor nodes deployed in hostile 

conditions, and potential collisions with nodes from neighbouring plots need to be considered. 

These circumstances emphasize the necessity of dynamically re-electing a head-end (CH) 

node, not solely based on energy drainage but also in response to these contextual challenges. 

To address the challenges mentioned above, a proposed cryptographic method is introduced to 

prevent data contamination and ensure secure communication while minimizing power con-

sumption. Moreover, an extension to the proposed solution is suggested, incorporating two 

layers. The first layer involves clustering nodes using a enhanced version of the Low-Energy 

Adaptive Clustering Hierarchy (LEACH) algorithm, where a dynamically elected cluster head 

(CH) node facilitates efficient data gathering. In the second layer, the sensor nodes are grouped 

into a lightweight Distributed Ledger Technology (DLT)-based layer, while the CH node main-

tains the DLT log. This federated approach ensures enhanced packet transmission reliability 

and network efficiency. 

Regarding energy utilization, the evolution of energy drainage is evaluated as the algorithm 

progresses over time. The proposed clustering approach dynamically elects a cluster head (CH) 

node using the modified LEACH algorithm in the first layer, while the second layer utilizes a 
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lightweight DLT-based layer. By distributing the workload between the two layers, optimal 

energy utilization is achieved, prolonging the network lifetime. 

The network lifetime is defined as the point at which the CH node has fully depleted its energy 

potential for transmitting data packets or even receiving small control packets, without meeting 

the operative threshold (oTh). It is worth noting that the simulation conducted in our study is 

based on a two-dimensional space with relatively flat surfaces. However, in real-world scenar-

ios, there are obstructions and uneven surface levels that may affect energy consumption. 

Therefore, it may be more appropriate to employ a three-dimensional model to accurately cap-

ture these environmental factors. 

Regarding energy evaluation, we conducted a comprehensive assessment of the energy con-

sumption throughout the algorithm's evolution. The transmission process from node to node 

follows a fixed pattern, with predefined conditions established prior to the execution. In the 

field, sensor nodes are meticulously optimized to efficiently collect data and synthesize it into 

a coherent series. The communication rate remains constant, alongside the fixed packet size. 

The energy required to transmit a packet is contingent upon the selected routing strategy and 

the specific packet size. 

In light of these considerations, we propose two distinct approaches to address energy optimi-

zation. In the first approach, nodes are clustered using a modified version of the Low-Energy 

Adaptive Clustering Hierarchy (LEACH) algorithm, where a cluster head (CH) is dynamically 

elected. This clustering mechanism ensures efficient data aggregation within the network. The 

second approach entails grouping nodes into two layers. In the first layer, sensor nodes function 

as lightweight nodes within a Distributed Ledger Technology (DLT) framework, while the CH 

node maintains the DLT log. In the second layer, all CHs are consolidated into a separate DLT-

based layer, establishing a second layer of trust. Within this layer, the shared logs and the exe-

cution of smart contracts serve to enhance the reliability of packet transmission. 

By implementing these approaches, we strive to optimize energy consumption and extend the 

network's lifetime. It is worth noting that the aforementioned evaluation and proposed strate-

gies are based on a simulated two-dimensional space, assuming relatively flat surface condi-

tions. Nonetheless, in real-world scenarios, the presence of obstructions and uneven terrain 

necessitates the adoption of a three-dimensional model for accurate energy consumption as-

sessment. 
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Packet transmission reliability is a critical aspect, as packet loss can occur due to various fac-

tors, such as interference from farm machinery operating near the nodes or potential denial-of-

service (DoS) attacks. The proposed protocol effectively prevents packet injection, enables 

rapid discrimination of unwanted packets by CHs, and safeguards against unauthorized access 

to transmitted information. Additionally, the protocol facilitates the immediate selection of a 

new node before an imminent node failure. In the proposed extension utilizing DLT, smart 

contracts can identify attack patterns and disconnect nodes, effectively mitigating the impact 

of compromised nodes. 

Regarding the number of clusters, the decision is influenced by optimizing the locations of 

cluster heads and considering the trade-off between the number of clusters and energy con-

sumption. Previous research on LEACH for wireless sensor networks in agriculture [105] has 

revealed that LEACH can lead to an uneven distribution of cluster heads, resulting in concen-

trated cluster heads in specific areas of the network. This imbalance can cause nodes located 

far from cluster heads to deplete their energy more rapidly due to the higher power required for 

successful data transmission. 

Based on this understanding, it is recommended to determine the optimal number of clusters to 

achieve energy efficiency. Research suggests that the ideal number of clusters falls between 

three and five. When the number of clusters falls below three, cluster sizes become larger, 

resulting in increased energy consumption for non-cluster head nodes. Conversely, if the num-

ber of clusters exceeds six, the smaller cluster sizes lead to more frequent packet transmissions, 

causing sensor nodes to consume more energy and ultimately reducing the overall network 

lifetime. Considering these factors, our proposed solution adopts the use of four clusters. This 

choice aims to strike a balance between cluster size and energy consumption, facilitating effi-

cient data transmission and maximizing the network's lifespan. 

The proposed solution aims to address key parameters, such as energy consumption, network 

longevity, and the reliability of packet transmission, within the agribusiness context. By em-

ploying clustering techniques, cryptographic methods, and a layered approach incorporating 

DLT, the proposal enables efficient and secure data transmission, resulting in extended network 

lifetimes and reduced energy consumption. 
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CHAPTER 5  
                           CONCLUSION 
 

The wireless sensor network (WSN) is a fundamental component of the Internet of Things 

(IoT). It consists of constrained devices in terms of resources, power, processing power, and 

storage capacity. Sensor nodes may only be able to use extremely short-range radios due to 

power limitations. Protocols are employed in this instance to let sensor data flow from node to 

node until it reaches the gateway or sink. Traffic from wireless sensor networks is converted 

via the gateway into IP protocol traffic for use on conventional data networks. WSN uses light-

weight protocols to connect devices and the gateway using dynamic communication. 

WSN brought many solutions to applications in different fields, such as remote monitoring 

systems in the agriculture sector, the industrial sector, the military sector, and the health care 

sector. WSNs are vulnerable to various security threats due to their nature and constraints. 

Additionally, sensors are frequently installed in unprotected areas without physical security. 

We believe that special, enhanced security approaches to securing WSN are necessary due to 

the variety of WSN applications and potential differences in security requirements. 

Numerous algorithms and solutions have been proposed over the past few decades to address 

security challenges and limitations in WSN, such as group key management. Due to the dy-

namic change of the topology in terms of group membership joining and leaving, the design of 

group key management is complex. Furthermore, the scarcity of resources experienced by sen-

sor devices imposes additional constraints that limit their ability to perform computations, store 

a large amount of data, and manage the high number of sending and receiving keys. Hence, 

most of the previous methods lacked efficiency while generating and distributing keys while 

ignoring numerous developments in the realm of communication. 

This work presented the state of the art in efficient group key management schemes designed 

for the WSN using elliptic curve cryptography to enable security services. The proposed solu-

tions reduce the cost of rekeying associated with membership shifting and are highly scalable 

for group key agreements. The result shows that the protocol reduces the time of operation for 

the key agreement and the memory footprint, so it can be considered an alternative method to 
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avoid potential bottlenecks when the group numbers of the network grow rapidly, due to using 

the method of clustering. 

In this study, many routing methods have also been studied and evaluated. Several performance 

parameters of enhanced LEACH and LEACH are analyzed and simulated for different dynamic 

parameters. In order to demonstrate the efficacy of the proposed approach in wireless sensor 

networks, diverse metrics, including the number of rounds, energy consumption, time con-

sumption, number of inactive nodes, and hop counts, are examined for comparison with other 

routing protocols. The enhanced LEACH routing protocol shows better results compared to 

other routing protocols. 
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FUTURE WORK 
 

In the future work of this proposed method, several key areas will be addressed to further ad-

vance the research and enhance its practical applicability. These areas of focus aim to overcome 

limitations, enhance performance, and investigate new possibilities. The following directions 

will be pursued: 

Extensive Experimental Testing in Complex Wireless Sensor Network (WSN) Systems: In or-

der to evaluate the proposed solution's robustness, a series of extensive experimental tests will 

be conducted within complex WSN systems. Specifically, the performance of the Enhanced 

Low-Energy Adaptive Clustering Hierarchy (LEACH) protocol will be meticulously assessed 

against various types of attacks. Additionally, comparative analyses will be performed by 

benchmarking the modified protocol against alternative routing protocols. It is imperative that 

these evaluations take place within real-world scenarios to effectively gauge the method's ef-

fectiveness in practical deployment settings. 

Integration of Machine Learning for Intelligent Decision-Making: An integral aspect of future 

work involves the seamless integration of machine learning algorithms into the E- LEACH 

protocol. This integration will facilitate intelligent decision-making capabilities by enabling 

the analysis of sensor data patterns and network conditions. By employing machine learning 

models, the optimization of crucial aspects such as cluster formation, energy management, data 

routing, and resource allocation will be realized. Consequently, this optimization process will 

lead to improved overall efficiency and enhanced utilization of network resources. 

Utilization of Realistic Radio Propagation Models in Protocol Evaluation: However, an analy-

sis of the E-LEACH protocol's performance and simulation studies have revealed the utilization 

of simplistic and unrealistic models. For instance, the current radio propagation model em-

ployed fails to account for obstacles, such as trees within the radio propagation channel, and 

employs simple radio energy models alongside unlimited transmit power levels for protocol 

evaluation purposes. To rectify this limitation, it is imperative to incorporate realistic radio 

propagation models that accurately represent the target environment. The choice of a suitable 

radio propagation model should be contingent upon the specific application of the WSN. For 
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instance, in the case of simulating protocols for agricultural applications, vegetation attenuation 

models can be employed to accurately depict the behaviour of radio waves in such scenarios. 

It is believed that by focusing on these three key areas in future research, it is anticipated that 

significant progress will be made in the proposed method. This progress will help overcome 

limitations, improve performance, and make the method more applicable in practical settings. 
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