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Abstract. In this paper, for a positive parameter $\lambda$, we study the existence of solutions of quasilinear elliptic problems whose model is

$$
\begin{cases}-\Delta u+\frac{\mu(x)}{1+u}|\nabla u|^{2}=\lambda(1+u)^{p} & \text { in } \Omega \\ u=0 & \text { on } \partial \Omega\end{cases}
$$

where $0<m \leq \mu(x) \leq M$ and $p>1$. A particular emphasis will be placed on the existence of radial solution when the domain is the unit ball and $\mu(x) \equiv 1$.

## 1. Introduction

For an open and bounded set $\Omega$ in $\mathbb{R}^{N}(N \geq 3)$ and $\lambda>0$ we confront a quasilinear elliptic differential operator having lower order terms with quadratic growth in the gradient ([5]) with a Gelfand type nonlinearity. More precisely, we consider the boundary value problem

$$
\begin{cases}-\Delta u+h(x, u)|\nabla u|^{2}=\lambda f(u) & \text { in } \Omega  \tag{1.1}\\ u=0 & \text { on } \partial \Omega\end{cases}
$$

where, from now on, $f$ is a continuously derivable, strictly increasing, nonnegative function in $[0,+\infty)$ with $f(0)>0, h(x, \cdot)$ is continuously derivable and nonnegative for a.e. $x \in \Omega$ and $h(\cdot, s)$ is measurable for every $s \geq 0$.

We say that $0<u \in H_{0}^{1}(\Omega)$ is solution of (1.1) if $h(x, u)|\nabla u|^{2}, f(u) \in L^{1}(\Omega)$ and

$$
\int_{\Omega} \nabla u \nabla \phi+\int_{\Omega} h(x, u)|\nabla u|^{2} \phi=\lambda \int_{\Omega} f(u) \phi,
$$

for every $\phi \in H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)$.
The aim of this note is twofold. First, we summarize the results about the existence of a solution of (1.1) proved in [1]. Indeed, we state that the maximal set of $\lambda$ for which the problem has at least one positive solution is an interval $\left(0, \lambda^{*}\right]$,

[^0]with $\lambda^{*}>0$, and that there exists a minimal regular positive solution $u_{\lambda}$ for every $\lambda \in\left(0, \lambda^{*}\right)$. Moreover, under additional technical assumptions, $u^{*}=\lim _{\lambda \rightarrow \lambda^{*}} u_{\lambda}$ is an extremal solution. We also proved, under suitable conditions depending on $h, f$ and the dimension $N$, that for $\lambda=\lambda^{*}$ there exists a minimal regular positive solution.

The other goal of this work is to study the sharpness of the above restrictions on the dimension $N$. By this reason, we present here new results which provide a complete description of the set of radial solution when $\Omega$ is a ball. In order to do that we use the so-called Emden transform (see $[\mathbf{9}, \mathbf{1 3}, \mathbf{1 4}]$ ) to reduce our radial quasilinear problem to a nonlinear system for which the phase plane study can be accomplished.

## 2. The general problem

In order to study the problem (1.1), we need to impose suitable conditions on the function $h$. Specifically, we suppose that there exists a nonnegative $C^{1}$-function $g$ and positive constants $0<m<M$ such that for every $x \in \Omega, s \geq 0$,

$$
\begin{equation*}
m g(s) \leq h(x, s) \leq M g(s) \tag{2.1}
\end{equation*}
$$

In addition, we assume that there exists $\theta>0$ and $0<\eta \leq 1$ such that a.e. $x \in \Omega$

$$
\begin{equation*}
0 \leq \theta \frac{\partial}{\partial s}(h(x, s)-m g(s))+(h(x, s)-m g(s))[(1+\theta) m g(s)-h(x, s)] \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
0 \geq(1-\eta) \frac{\partial}{\partial s}(h(x, s)-M g(s))+(h(x, s)-M g(s))[h(x, s)-\eta M g(s)] \tag{2.3}
\end{equation*}
$$

Observe that (2.2) and (2.3) are trivially satisfied in the case $m=M$.
In [1] we show the existence of a parameter $\lambda^{*}$ such that (1.1) has a solution if $\lambda<\lambda^{*}$ and no solution provided that $\lambda>\lambda^{*}$. Specifically, we prove:

THEOREM 2.1. Assume that $h$ satisfies hypotheses (2.1), (2.2) and that $f^{\prime}(s)-$ $h(x, s) f(s)$ is an increasing function in s for every $x \in \Omega$. If $\frac{1}{f(s)} \in L^{1}(0,+\infty)$ and there exists a positive constant $c$ such that

$$
\begin{equation*}
\liminf _{s \rightarrow+\infty} \frac{f(s) e^{-M \int_{0}^{s} g(t) d t}}{\int_{0}^{s} e^{-M \int_{0}^{r} g(t) d t} d r}>0 \tag{2.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\frac{f^{\prime}(s)}{f^{2}(s)}\right| \leq c(1+\sqrt{g(s)}), \quad \forall s \geq 0 \tag{2.5}
\end{equation*}
$$

then there exists $\lambda^{*} \in(0,+\infty)$ such that (1.1) admits a bounded minimal positive solution $u_{\lambda}$ for every $\lambda \in\left(0, \lambda^{*}\right)$ and no positive solution for $\lambda>\lambda^{*}$. Moreover, if we also assume that the function g given by (2.1) is bounded, condition (2.3) holds and

$$
\lim _{s \rightarrow+\infty} \frac{s^{2}\left(f^{\prime}(s)-M g(s) f(s)\right) e^{m \int_{0}^{s} g(t) d t}}{f(s) \int_{0}^{s} e^{m \int_{0}^{t} g(r) d r} d t}=\rho>\frac{1}{\eta}
$$

then $\lim _{\lambda \rightarrow \lambda^{*}} u_{\lambda}(x)=u^{*}(x)$ almost everywhere in $\Omega, u^{*} \in H_{0}^{1}(\Omega)$ and $u^{*}$ is a solution of the problem (1.1) with $\lambda=\lambda^{*}$.

Remark 2.2. We point out that the monotonicity condition imposed to the function $f^{\prime}(\cdot)-h(x, \cdot) f(\cdot)$ substitutes the role of the usually required convexity of the function $f$ in the study of Gelfand semilinear problems.

Idea of the proof. The hypothesis (2.4) implies the non existence of solution of (1.1) for $\lambda \gg 0$. This and the method of lower and upper solutions [6] imply that the set $\Lambda$ of $\lambda$ 's for which (1.1) has a solution is a bounded interval. In addition, by the condition (2.5), we prove that if $\lambda_{0} \in \Lambda$, then for every $\lambda<\lambda_{0}$, there exists a bounded upper solution of (1.1). On the other hand, condition (2.2) implies that the quasilinear operator $\Delta u+h(x, u)|\nabla u|^{2}$ satisfies the comparison principle. We remark explicitly that, in contrast with the comparison principle in $[\mathbf{2}, \mathbf{4}]$, we do not require neither that $h$ is independent on $x \in \Omega$, nor the (increasing) monotonicity of $h$ with respect to $s$. As a consequence, we establish the existence of a minimal solution $u_{\lambda}$ of (1.1) provided that $0<\lambda<\lambda^{*}:=\sup \Lambda$.

To show the existence of extremal solution $u^{*}$, we have to verify mainly the uniform (for $\lambda \in\left(0, \lambda^{*}\right)$ ) boundedness of $u_{\lambda}$ in $H_{0}^{1}(\Omega)$. The main difficulty for this is to establish that, similarly to the (variational) Gelfand semilinear problems, the minimal solutions $u_{\lambda}$ of the (nonvariational) quasilinear problems (1.1) satisfy a suitable stability condition, namely,

$$
\begin{equation*}
\frac{1}{\eta} \int_{\Omega}|\nabla \phi|^{2} \geq \lambda \int_{\Omega}\left[f^{\prime}\left(u_{\lambda}\right)-M g\left(u_{\lambda}\right) f\left(u_{\lambda}\right)\right] \phi^{2}, \quad \forall \phi \in H_{0}^{1}(\Omega) \tag{2.6}
\end{equation*}
$$

where $\eta$ is given by (2.3).
In general, the extremal solution $u^{*}$ given by the preceding theorem is not necessarily bounded. Using again the stability condition (2.6), we prove in [1] sufficient conditions on $f$ and the dimension $N$ to assure that $u^{*}$ is regular, i.e. bounded. In particular, as a consequence, we obtain the following results for the model problem

$$
\begin{cases}-\Delta u+\frac{\mu(x)}{1+u}|\nabla u|^{2}=\lambda(1+u)^{p} & \text { in } \Omega  \tag{2.7}\\ u=0 & \text { on } \partial \Omega\end{cases}
$$

Corollary 2.1. If $1<m \leq \mu(x) \leq M<p$, then there exists $\lambda^{*}>0$ such that (2.7) has a minimal regular positive solution $u_{\lambda}$ for every $\lambda<\lambda^{*}$ and no positive solution for every $\lambda>\lambda^{*}$. Moreover, if $(p-M)(m+1)>\frac{M-1}{m-1}$ then $u^{*}=\lim _{\lambda \rightarrow \lambda^{*}} u_{\lambda}$ is an extremal solution. Even more, $u^{*}$ is regular provided that

$$
3 \leq N<4 \frac{(p-M)(m-1)}{(p-1)(M-1)}+2+\frac{4(m-1)}{M-1} \sqrt{\frac{p-M}{p-1}} .
$$

Corollary 2.2. If $\mu(x) \equiv c \in[0, p)$ with $p>1$, then there exists $\lambda^{*}>0$ such that (2.7) has a minimal regular positive solution $u_{\lambda}$ for every $\lambda<\lambda^{*}$ and no positive solution for every $\lambda>\lambda^{*}$. Moreover, if $(p-c)(c+1)>1$ then $u^{*}=$ $\lim _{\lambda \rightarrow \lambda^{*}} u_{\lambda}$ is an extremal solution. Even more, $u^{*}$ is regular provided that

$$
3 \leq N<4 \frac{p-c}{p-1}+2+4 \sqrt{\frac{p-c}{p-1}}
$$

Remark 2.3. Observe that (2.7) reduces to a semilinear problem when $\mu(x) \equiv$ 0 . Also, in the particular case $\mu(x) \equiv 1, p=2$, the change $w=\ln (1+u)$ relates
the problem (2.7) with the classical Gelfand problem

$$
\begin{cases}-\Delta w=\lambda e^{w} & \text { in } \Omega  \tag{2.8}\\ w=0 & \text { on } \partial \Omega\end{cases}
$$

This kind of semilinear problems appears in a vast amount of works, among others $[\mathbf{3}, \mathbf{8}, \mathbf{1 3}, \mathbf{1 4}]$, being motivated by different applications (study of an isothermal gas in gravitational equilibrium [7], thermal self-ignition in combustion theory [10], temperature distribution in an object heated by a uniform electric current [11, 12], etc.).

## 3. Radial solutions for the Gelfand quasilinear problem

From now on we assume that $\Omega=B$, the unit ball in $\mathbb{R}^{N}(N \geq 3), \mu(x) \equiv 1$ and $p=2$. Thus problem (2.7) reduces to

$$
\begin{cases}-\Delta u+\frac{|\nabla u|^{2}}{1+u}=\lambda(1+u)^{2} & \text { in } B  \tag{3.1}\\ u=0 & \text { on } \partial B\end{cases}
$$

Observe that in general solutions of (3.1) are not necessarily non negative and in order to completely describe the set of radial solutions, we say that $u \in H_{0}^{1}(B)$ is a radial solution of (3.1) if $u(x)$ depends only on the modulus $|x|$ of $x$, meas $\{x \in$ $B: u(x)=-1\}=0, \frac{|\nabla u|^{2}}{1+u} \in L^{1}(B)$ and

$$
\int_{B} \nabla u \nabla \varphi+\int_{B} \frac{|\nabla u|^{2}}{1+u} \varphi=\lambda \int_{B}(1+u)^{2} \varphi,
$$

for every $\varphi \in H_{0}^{1}(B) \cap L^{\infty}(B)$.
Theorem 3.1. For every $\lambda>0$, problem (3.1) admits infinitely many negative radially increasing solutions with $u(0)=-1$. Moreover, there exist infinitely many bounded and sign-changing radial solutions with $u(0)=-1$. Even more, $\lambda_{*}=$ $\sup \left\{\lambda \in \mathbb{R}^{+}:(3.1)\right.$ admits positive radial solution $\}$ is a finite number satisfying the following:
(1) If $N \geq 10$, then $\lambda_{*}=2(N-2)$ and (3.1) has a unique positive radial regular solution for every $\lambda \in\left(0, \lambda_{*}\right)$.
(2) If $2<N<10$, then $2(N-2)<\lambda_{*}$ and there exists $0<\delta<2(N-2)$ such that
(a) For every $\lambda \in(0, \delta)$ there exists a unique positive regular radial solution.
(b) For every $\lambda \in[\delta, 2(N-2)) \cup\left(2(N-2), \lambda_{*}\right)$ we have finite multiplicity of positive regular radial solutions.
(c) For $\lambda=2(N-2)$ problem (3.2) has infinitely many positive regular radial solutions and for $5 \leq N<10$ a unique positive singular solution.
(d) For $\lambda=\lambda_{*}$ there exists a unique positive regular radial solution.

Remark 3.2. Observe that the classical Gelfand semilinear problem (2.8) has neither negative nor sign-changing solutions (see Remark 3.7). In contrast, due to its quasilinear nature, we prove the existence of infinitely many negative radial solutions of (3.1) for every $\lambda>0$.

The proof of Theorem 3.1 requires several previous lemmas. First, observe that classical radial solutions of (3.1) are characterized by means of real functions $u:[0,1] \rightarrow \mathbb{R}$ satisfying $u_{r}^{\prime}(0)=0$ and

$$
\left\{\begin{array}{l}
-u_{r}^{\prime \prime}-u_{r}^{\prime}\left(\frac{N-1}{r}\right)+\frac{u_{r}^{\prime 2}}{1+u}=\lambda(1+u)^{2}, \quad r \in(0,1)  \tag{3.2}\\
u(1)=0
\end{array}\right.
$$

As usual (see $[\mathbf{7}, \mathbf{1 0}, \mathbf{1 1}]$ ), we consider the so-called Emden transform $s=\log r$ to rewrite the quasilinear equation in (3.2) as

$$
-u_{s}^{\prime \prime} \frac{1}{e^{2 s}}+u_{s}^{\prime} \frac{1}{e^{2 s}}-u_{s}^{\prime} \frac{1}{e^{s}} \frac{(N-1)}{e^{s}}+\frac{\left(u_{s}^{\prime}\right)^{2}}{e^{2 s}(1+u)}=\lambda(1+u)^{2} .
$$

Using

$$
\left\{\begin{array}{l}
x=\frac{u_{s}^{\prime}(s)}{1+u(s)} \\
y=-\lambda(1+u(s)) e^{2 s}
\end{array}\right.
$$

we deduce that the radial solutions of (3.1) satisfy the following autonomous system of ordinary differential equations in the plane $(x, y)$

$$
\begin{equation*}
\binom{x}{y}^{\prime}=\binom{-(N-2) x+y}{(x+2) y} \tag{3.3}
\end{equation*}
$$

The autonomous system (3.3) appears in $[\mathbf{1 4}]$ and its phase portrait is also studied in [9]. It has two critical points, $P_{1}=(0,0)$ which is a saddle point and $P_{2}=(-2,-2(N-2))$ which is either a stable focus for (3.3) if $2<N \leq 9$ or a stable node if $N \geq 10$. In the following lemmas we give the main properties of its phase portrait.

Lemma 3.3 ([9]). The orbit $\Gamma_{u}$ corresponding to the unstable manifold of $P_{1}$ is bounded and it is contained in the third quadrant $x, y<0$. Moreover, it corresponds to a curve joining the points $P_{1}$ and $P_{2}$ which is either the graph of a monotone function if $N \geq 10$ or a spiral if $3 \leq N \leq 9$. Even more, given a solution $(x(s), y(s))$ of (3.3) with $\Gamma_{u}$ as associated orbit, there exists $s_{1}<0$ such that, for every $s<s_{1}$,

$$
\begin{equation*}
0>\frac{1}{\frac{1}{4 N} e^{2 s_{1}}-\frac{1}{4 N} e^{2 s}+\frac{e^{2 s_{1}}}{y\left(s_{1}\right)}}>y(s) e^{-2 s}>\frac{1}{\frac{1}{N} e^{2 s_{1}}-\frac{1}{N} e^{2 s}+\frac{e^{2 s_{1}}}{y\left(s_{1}\right)}} . \tag{3.4}
\end{equation*}
$$

Now we prove that there are only three bounded orbits in the semiplane $y \leq 0$, namely $P_{1}, P_{2}$ and $\Gamma_{u}$ and any other orbit for $y<0$ intersects both the third and fourth quadrants.

Lemma 3.4. Let $x_{0} \in \mathbb{R}, y_{0}<0$ and assume that $\left(x_{0}, y_{0}\right) \notin P_{1} \cup P_{2} \cup \Gamma_{u}$. Then the solution $(x(s), y(s))$ of (3.3) such that $(x(0), y(0))=\left(x_{0}, y_{0}\right)$ is defined for every $s \in \mathbb{R}$ and verifies that

$$
\lim _{s \rightarrow-\infty}(x(s), y(s))=(+\infty, 0) \quad \text { and } \quad \lim _{s \rightarrow+\infty}(x(s), y(s))=P_{2}
$$

Proof. Assume that $(x(s), y(s))$ is defined in an interval $(\alpha, \beta)$ with $-\infty \leq$ $\alpha<0<\beta \leq+\infty$. Let us denote by $\Gamma^{+}=\{(x(s), y(s)): s>0\}$ and $\Gamma^{-}=$ $\{(x(s), y(s)): s \leq 0\}$. In $[\mathbf{9}]$ it is proved that $\Gamma^{+}$is bounded, being $P_{2}$ its unique accumulation point. In particular, $\beta=+\infty$. Moreover, it is proved that $\Gamma^{-}$
intersects the fourth quadrant and we can assume (with no loss of generality) that $\Gamma^{-}$is contained in the fourth quadrant. By (3.3) we also have

$$
e^{(N-2) s} x(s)=x_{0}+\int_{0}^{s} e^{(N-2) t} y(t) d t \leq x_{0}+y_{0} s, \quad y(s)=y_{0} e^{\int_{0}^{s}(x(t)+2) d t}
$$

for $s<0$. Thus, $\Gamma^{-} \subset\left(x_{0},\left(x_{0}+y_{0} \alpha\right) e^{-(N-2) \alpha}\right) \times\left(y_{0}, 0\right)$, that is, $\Gamma^{-}$is unbounded if and only if $\alpha=-\infty$. Using that $x, y$ are decreasing we have that $\lim _{s \rightarrow-\infty} x(s) \in$ $\left(x_{0},+\infty\right]$ and $\lim _{s \rightarrow-\infty} y(s) \in\left(y_{0}, 0\right]$. Therefore, necessarily $\lim _{s \rightarrow-\infty} x(s)=+\infty$. In addition, if $\lim _{s \rightarrow-\infty} y(s) \neq 0$ then, using (3.3), $\lim _{s \rightarrow-\infty} y^{\prime}(s)=-\infty$ which contradicts that $\lim _{s \rightarrow-\infty} y(s)$ is a real number. We conclude that $\lim _{s \rightarrow-\infty}(x(s), y(s))=(+\infty, 0)$.

We prove the relation between solutions of (3.3) and radial solutions of (3.5).
Lemma 3.5. Let $(x(s), y(s))$ be a solution of (3.3) with $(x(0), y(0))=\left(x_{0}, y_{0}\right) \in$ $\mathbb{R} \times(-\infty, 0)$ and $v(r)=\frac{y(\ln r)}{y_{0} r^{2}}-1$. Then, $u(z)=v(|z|)$ is a classical solution of

$$
\begin{equation*}
-\Delta u+\frac{|\nabla u|^{2}}{1+u}=\lambda(1+u)^{2} \quad \text { in } B \backslash\{0\} \tag{3.5}
\end{equation*}
$$

with $\lambda=-y_{0}$. If we also assume that $\lim _{r \rightarrow 0^{+}} r^{N-1} v(r)=\lim _{r \rightarrow 0^{+}} r^{N-1} v^{\prime}(r)=0$ and $(1+u)^{2},|\nabla u|, \frac{|\nabla u|^{2}}{1+u} \in L^{1}(B)$, then $u$ is a solution of (3.1) in the sense of distributions. In particular, if in addition $u \in H_{0}^{1}(B)$, then it is a weak solution of (3.1).

Proof. A direct computation shows that $v$ is a classical solution of (3.2) with $\lambda=-y_{0}$ in the interval $r \in(0,1]$, i.e., $u$ solves (3.5) with $\lambda=-y_{0}$. Assume now that $\lim _{r \rightarrow 0^{+}} r^{N-1} v(r)=\lim _{r \rightarrow 0^{+}} r^{N-1} v^{\prime}(r)=0$ and $(1+u)^{2},|\nabla u|, \frac{|\nabla u|^{2}}{1+u} \in L^{1}(B)$. Taking into account that $\lim _{r \rightarrow 0^{+}} r^{N-1} v(r)=0$ and $u,|\nabla u| \in L^{1}(\Omega), u$ is weakly differentiable in $B$. In order to show that $u(z)$ is a solution in the sense of distributions for (3.1) in $B$, with $\lambda=-y_{0}$, we multiply by a test function $\phi$ in the space $C_{0}^{\infty}(\Omega)$ of the $C^{\infty}$ functions with compact support in $B$ and integrating by parts in $B \backslash B_{\rho}$ we have that

$$
\int_{B \backslash B_{\rho}} \nabla u \nabla \phi-\int_{\partial B_{\rho}} \frac{\partial u}{\partial n} \phi+\int_{B \backslash B_{\rho}} \frac{|\nabla u|^{2}}{1+u} \phi=\lambda \int_{B \backslash B_{\rho}}(1+u)^{2} \phi .
$$

Observe that, since $(1+u)^{2},|\nabla u|, \frac{|\nabla u|^{2}}{1+u} \in L^{1}(B)$, then

$$
\begin{gathered}
\int_{B \backslash B_{\rho}}(1+u)^{2} \phi \rightarrow \int_{B}(1+u)^{2} \phi, \quad \int_{B \backslash B_{\rho}} \frac{|\nabla u|^{2}}{1+u} \phi \rightarrow \int_{B} \frac{|\nabla u|^{2}}{1+u} \phi \\
\text { and } \quad \int_{B \backslash B_{\rho}} \nabla u \nabla \phi \rightarrow \int_{B} \nabla u \nabla \phi,
\end{gathered}
$$

as $\rho \rightarrow 0$. Furthermore, since $\lim _{\rho \rightarrow 0^{+}} \rho^{N-1} v^{\prime}(\rho)=0$, if we denote by $w_{N}$ the measure of the unity ball $B$, we have

$$
\left|\int_{\partial B_{\rho}} \frac{\partial u}{\partial n} \phi\right| \leq N w_{N}\|\phi\|_{\infty} \rho^{N-1}\left|v^{\prime}(\rho)\right| \xrightarrow{(\rho \rightarrow 0)} 0 .
$$

Therefore we obtain that

$$
\int_{B} \nabla u \nabla \phi+\int_{B} \frac{|\nabla u|^{2}}{1+u} \phi=\lambda \int_{B}(1+u)^{2} \phi,
$$

i.e., $u(z)$ is a solution in the sense of distributions for (3.1) in $B$, with $\lambda=-y_{0}$.

Now, we analyze how we can pass from solutions of (3.3) to radial solutions of (3.1).

Lemma 3.6. Let $(x(s), y(s))$ be a solution of (3.3), with $(x(0), y(0))=\left(x_{0}, y_{0}\right) \in$ $\mathbb{R} \times(-\infty, 0)$ and associated orbit $\Gamma$. If we denote by $v(r)=\frac{y(\ln r)}{y_{0} r^{2}}-1, \lambda=-y_{0}$ and $u(z)=v(|z|)$, then:
(1) If $N \geq 5$ and $\Gamma=\left\{P_{2}\right\}$ then $u(z)=\frac{1}{|z|^{2}}-1$, is a singular solution, in the sense of distributions, of (3.1) for $\lambda=2(N-2)$. Moreover, $u$ is a singular weak solution for every $N \geq 7$.
(2) If $\Gamma=\Gamma_{u}$ then $u(z)=\frac{y(\ln |z|)}{y_{0}|z|^{2}}-1$ is a positive and bounded, radially decreasing solution of (3.1) for $\lambda=-y_{0}$.
(3) If $\Gamma^{-}$is contained in the fourth quadrant then $u(z)=\frac{y(\ln |z|)}{y_{0}|z|^{2}}-1$ is a negative, radially increasing solution of (3.1) with $\lambda=-y_{0}$ and moreover,

$$
\lim _{|z| \rightarrow 0} u(z)=-1, \quad \lim _{|z| \rightarrow 1} \frac{\partial u(z)}{\partial n}=x_{0} \geq 0
$$

Proof. (1) In this case $(x(s), y(s))=(-2,-2(N-2))=\left(x_{0}, y_{0}\right)$ and thus $v(r)=1 / r^{2}-1$, for every $r \in(0,1]$ and $u(z)=1 /|z|^{2}-1$, for every $z \in B \backslash\{0\}$. Observing that $N \geq 5$ implies that $\lim _{r \rightarrow 0^{+}} r^{N-1} v(r)=\lim _{r \rightarrow 0^{+}} r^{N-1} v^{\prime}(r)=0$, and using Lemma 3.5, we conclude the proof of this case. Moreover, since $u \in W_{0}^{1, p}(B)$ for every $p<\frac{N}{3}$ we have that $u$ is a singular weak solution for every $N \geq 7$.
(2) First we observe that $v(1)=\frac{y(\ln 1)}{y_{0}}-1=0$ and $v^{\prime}(r)=\frac{x(\ln r) y(\ln r)}{y_{0} r^{3}}<0$, since $\Gamma^{-}$contained in the third quadrant. Thus $u$ is positive and radially decreasing. Moreover, using (3.4), we deduce the existence of $s_{1}<0$ such that, for every $|z|<e^{s_{1}}$,

$$
u(z)<\frac{1}{\frac{1}{N} e^{2 s_{1}}-\frac{1}{N}|z|^{2}+\frac{e^{2 s_{1}}}{y\left(s_{1}\right)}}-1 .
$$

In particular, $u$ is bounded.
Let us prove that $u(z)=\frac{y(\ln |z|)}{y_{0}|z|^{2}}-1$ is a solution of (3.1) for $\lambda=-y_{0}$. Observe that, since $N \geq 3$, we have that $\lim _{r \rightarrow 0^{+}} r^{N-1} v(r)=\lim _{r \rightarrow 0^{+}} r^{N-1} v^{\prime}(r)=0$. On the other hand, note that

$$
|\nabla u(z)|=\left|\frac{x(\log |z|) y(\log |z|)}{y_{0}|z|^{3}}\right|=\left|\frac{x(\log |z|)}{|z|}\right|(1+u(z)),
$$

and that we can assume $0>x(s) \geq-2$ for every $s<0$. Thus, for some positive constant $c$,

$$
\int_{B}|\nabla u|^{2} \leq c \int_{B} \frac{x^{2}(\ln |z|)}{|z|^{2}} d z \leq 4 c \int_{B} \frac{1}{|z|^{2}} d z<+\infty
$$

i.e., $|\nabla u| \in L^{2}(B)$, which, being $u$ positive and bounded, implies that $(1+u)^{2}$, $|\nabla u|, \frac{|\nabla u|^{2}}{1+u} \in L^{1}(B)$. The proof of the case is concluded by using the Lemma 3.5.
(3) Since $\Gamma^{-}$is contained in the fourth quadrant, we deduce that $v^{\prime}(r)=$ $\frac{x(\ln r) y(\ln r)}{y_{0} r^{3}}>0$. Thus, $u$ is negative and radially increasing, which implies the existence of $\lim _{|z| \rightarrow 0} u(z)$. Moreover, integrating the second equation in (3.3), we have

$$
0 \leq 1+u(z)=\frac{y(\ln |z|)}{y_{0}|z|^{2}}=e^{-\int_{\ln |z|}^{0} x(t) d t}
$$

for every $0<|z|<1$. Then, using Lemma 3.4, we obtain that $\lim _{|z| \rightarrow 0} u(z)=-1$. Even more, since $\frac{v^{\prime}(r)}{1+v(r)}=\frac{x(\ln r)}{r}$, we derive that $\lim _{r \rightarrow 1} v^{\prime}(r)=x_{0}$, that is, $\lim _{|z| \rightarrow 1} \frac{\partial u(z)}{\partial n}=x_{0}$.

On the other hand, by (3.3), $x^{\prime}(s)+(N-2) x(s) \geq y_{0}$ for $s<0$. In particular,

$$
\left(e^{(N-2) s} x(s)\right)^{\prime} \geq e^{(N-2) s} y_{0}
$$

Integrating in the interval $(s, 0)$,

$$
e^{(N-2) s} x(s) \leq x_{0}-\frac{y_{0}}{N-2}\left(1-e^{(N-2) s}\right) \leq x_{0}-\frac{y_{0}}{N-2} .
$$

In consequence, $r^{N-2} x(\ln r)$ is bounded for $r \rightarrow 0^{+}$and, using that $\lim _{r \rightarrow 0^{+}} u(r)=-1$, we get $(N \geq 3)$

$$
\lim _{r \rightarrow 0^{+}} r^{N-1} v^{\prime}(r)=\lim _{r \rightarrow 0^{+}} r^{N-2} x(\ln r)(1+v(r))=0
$$

and

$$
\lim _{r \rightarrow 0^{+}} r^{N-1} v(r)=\lim _{r \rightarrow 0^{+}} r^{N-3} y(\ln r)=0
$$

Now we also prove that $\frac{|\nabla u|^{2}}{1+u} \in L^{1}(B)$. Indeed, observe that for some positive constant $c$

$$
\begin{aligned}
\int_{B} \frac{|\nabla u|^{2}}{1+u} & =\int_{B}\left|\frac{x(\log |z|)}{|z|}\right|^{2}(1+u(z))=\int_{B} \frac{x^{2}(\ln |z|)}{|z|^{2}} \frac{y(\ln |z|)}{y_{0}|z|^{2}} d z \\
& =\int_{0}^{1} \frac{x^{2}(\ln r)}{r^{2}} \frac{y(\ln r)}{y_{0} r^{2}} c r^{N-1} d r=c \int_{-\infty}^{0} x^{2}(s) \frac{y(s)}{y_{0} e^{2 s}} e^{(N-2) s} d s
\end{aligned}
$$

Integrating the second equation in (3.3) we deduce that $\frac{y(s)}{y(0) e^{2 s}}=e^{-\int_{s}^{0} x(t) d t}$, for every $s<0$. Moreover, by the first equation in (3.3) we also have

$$
\left(e^{(N-2) s} x(s)\right)^{\prime}=e^{(N-2) s} y(s)
$$

Thus, integrating by parts and using that $x(0)=0$ and $\lim _{s \rightarrow 0} x(s)=+\infty$, we deduce that

$$
\begin{aligned}
\int_{B} \frac{|\nabla u|^{2}}{1+u} & =-c x(0)+c \lim _{s \rightarrow-\infty} e^{-\int_{s}^{0} x(t) d t} x(s) e^{(N-2) s}+c \int_{-\infty}^{0} \frac{y(s)}{y(0) e^{2 s}} y(s) e^{(N-2) s} d s \\
& =c \int_{-\infty}^{0} \frac{y(s)}{y(0) e^{2 s}} y(s) e^{(N-2) s} d s .
\end{aligned}
$$

Moreover,

$$
\frac{y^{2}(s) e^{(N-4) s}}{e^{N s}}=\left(\frac{y(s)}{e^{2 s}}\right)^{2}=\left(y_{0} e^{-\int_{s}^{0} x(t) d t}\right)^{2} \xrightarrow{(s \rightarrow-\infty)} 0 .
$$

Therefore, taking into account that $e^{N s}$ is integrable in $(-\infty, 0)$ we conclude that $\int_{B} \frac{|\nabla u|^{2}}{1+u}<+\infty$ and thus the proof by using Lemma 3.5.

REmark 3.7. - If we consider the radial solutions of the Dirichlet boundary value problem for the semilinear equation $-\Delta u=\lambda e^{u}$ with zero boundary condition, by the change $y(s)=-\lambda e^{u(s)} e^{2 s}$ and $x(s)=u^{\prime}(s)$ we achieve the identical phase diagram. In this case, by the maximum principle, there is no negative solution. Therefore, if $\Gamma^{-}$is contained in the fourth quadrant, then $u(z)=\ln \left(\frac{y(\ln |z|)}{-y_{0} \mid z z^{2}}\right)$ is a classical solution in $B \backslash\{0\}$ which can not be extended to a solution in $B$.

- Taking into account Lemmas 3.4 and 3.5 , the above lemma shows that bounded radial positive solutions of (3.1) correspond with solutions of (3.3) with initial data in $\Gamma_{u}$. Moreover, the unique unbounded radial positive solution correspond to $\frac{1}{|z|^{2}}-1$ for $\lambda=2(N-2)$ and $N \geq 5$. Even more, since $\Gamma_{u}$ is bounded, (3.1) has no positive radial solution for every $\lambda$ greater than the infimum of the projection of $\Gamma_{u}$ in the axis of $y$.
- In the case of item (2) or item (3) of the above lemma and with the same notation, we observe that if $y_{0} \in(-\infty, 0)$, then for every $x_{0} \in \mathbb{R}$ there exists a solution $\left(x\left(s, x_{0}\right), y\left(s, x_{0}\right)\right)$ of (3.3) such that $\left(x\left(0, x_{0}\right), y\left(0, x_{0}\right)\right)=\left(x_{0}, y_{0}\right)$. Thus $u\left(z, x_{0}\right)=\frac{y\left(\ln z, x_{0}\right)}{y_{0}|z|^{2}}-1$ is a radial solution of (3.1) for $\lambda=-y_{0}$ with $\frac{\partial u}{\partial n}\left(z, x_{0}\right)=x_{0}$ for $|z|=1$. In particular, problem (3.1) for $\lambda=-y_{0}$ has infinitely many radial solutions, which are:
- positive and bounded provided that $\left(x_{0}, y_{0}\right) \in \Gamma_{u}$,
- negative and bounded if $x_{0} \geq 0$ or
- sign-changing solutions for $x_{0}<0$ and $\left(x_{0}, y_{0}\right) \notin \Gamma_{u} \cup P_{2}$.

Proof of Theorem 3.1. The first part is deduced from Lemma 3.6, see Remark 3.7.
(1) The trajectory $\Gamma_{u}$ joining $P_{1}$ and $P_{2}$ is the unstable manifold for the node $P_{1}$. By Lemmas 3.3 and 3.4, $\Gamma_{u}$ is a monotone curve contained in the region $-2<x<0$, $-2(N-2)<y<0$, then for each line $y=-\lambda$ we have a unique point of intersection and, therefore, a unique regular radial solution for each $\lambda \in(0,2(N-2))$.
(2) In this case, by Lemmas 3.3 and $3.4, \Gamma_{u}$ has a spiral shape. Thus the number of intersection points of the manifold $\Gamma_{u}$ with the straight line $y=-\lambda$ is

- a unique point for $\lambda$ small enough, case (a), or $\lambda=\lambda_{*}$, case (d).
- a finite number of points in the case (b).
- infinite points in the case (c).


## References

1. D. Arcoya, J. Carmona and P.J. Martínez-Aparicio, Gelfand type quasilinear elliptic problems with quadratic gradient terms. Preprint (2012).
2. D. Arcoya and S. Segura de León, Uniqueness of solutions for some elliptic equations with a quadratic gradient term. ESAIM Control Optim. Calc. Var., 2 (2010), 327-336.
3. C. Bandle, Sur un problème de Dirichlet non linéaire, C. R. Acad. Sci. Paris 276 (1973), 1155-1157.
4. G. Barles, F. Murat, Uniqueness and the maximum principle for quasilinear elliptic equations with quadratic growth conditions, Arch. Rational. Mech Anal., 133, (1995), 77-101.
5. L. Boccardo, F. Murat and J.-P. Puel, Existence de solutions faibles pour des équations elliptiques quasi-linéaires à croissance quadratique, Nonlinear partial differential equations
and their applications. Collège de France Seminar, Vol. IV (Paris, 1981/1982), 19-73, Res. Notes in Math., 84, Pitman, Boston, 1983.
6. L. Boccardo, F. Murat and J.-P. Puel, Some properties of quasilinear elliptic operators, Comptes Rendus de l'Académie des Sciences. Série 1, Mathématique, 307(14) (1988), 749752.
7. S. Chandrasekhar, An introduction to the study of stellar structure, Dover Publ. Inc. New York, 1985.
8. M. Crandall and P. H. Rabinowitz, Some continuation and variational methods for positive solutions of nonlinear elliptic eigenvalue problems, Arch. Rational Mech. Anal. 58 (1975), no. 3, 207-218.
9. J. García Azorero, I. Peral and J.-P.Puel, Quasilinear problems with exponential growth in the reaction term, Nonlinear Anal. 22 (1994), no. 4, 481-498.
10. I. M. Gelfand, Some problems in the theory of quasi-linear equations, Amer. Math. Soc. Transl. (2) 29 (1963) 295-381.
11. D. D. Joseph and T.S. Lundgren, Quasilinear Dirichlet problems driven by positive sources, Arch. Rational Mech. Anal. 49 (1972/73), 241-269.
12. H.B. Keller and D.S. Cohen, Some positone problems suggested by nonlinear heat generation, J. Math. Mech. 16 (1967) 1361-1376.
13. F. Mignot and J.P. Puel, Sur une classe de problèmes non linéaires avec non linéairité positive, croissante, convexe, Comm. Partial Differential Equations 5 (1980) 791-836.
14. F. Mignot and J.P. Puel, Solution radiale singulière de $-\Delta u=\lambda e^{u}$, C. R. Acad. Sci. Paris Ser. I Math 8 (1988) 379-382.
(D. Arcoya) Departamento de Análisis Matemático, Campus Fuentenueva S/N, Universidad de Granada 18071 - Granada, Spain. e-mail: darcoya@ugr.es
(J. Carmona) Departamento de Álgebra y Análisis Matemático, Universidad de Almería, Ctra. Sacramento s/n, La Cañada de San Urbano, 04120 - Almería, Spain. e-mail: JCARMONA@UAL.ES
(P. J. Martínez-Aparicio) Departamento de Matemática Aplicada y Estadística, Universidad Politécnica de Cartagena, 30202 - Murcia, Spain. e-mail: pedroj.martinez@ UPCT.ES

[^0]:    2010 Mathematics Subject Classification. 35B35, 35J25, 35J60, 35J62
    Key words: Radial solutions, stability condition, quasilinear elliptic equations, quadratic gradient, extremal solutions, Gelfand problem.

    Research supported by MICINN Ministerio de Ciencia e Innovación (Spain) MTM2009-10878 and Junta de Andalucia FQM-116 and FQM-194.

